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Abstract10

Neural computations are currently investigated using two separate approaches: sorting neurons into11

functional populations, or examining the low-dimensional dynamics of collective activity. Whether and12

how these two aspects interact to shape computations is currently unclear. Using a novel approach to13

extract computational mechanisms from networks trained on neuroscience tasks, here we show that the14

dimensionality of the dynamics and cell-class structure play fundamentally complementary roles. While15

various tasks can be implemented by increasing the dimensionality in networks with fully random population16

structure, flexible input-output mappings instead required a non-random population structure that can be17

described in terms of multiple sub-populations. Our analyses revealed that such a population structure18

enabled flexible computations through a mechanism based on gain-controlled modulations that flexibly shape19

the dynamical landscape of collective dynamics. Our results lead to task-specific predictions for the structure20

of neural selectivity, inactivation experiments, and for the implication of different neurons in multi-tasking.21
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1 Introduction22

The quest to understand the neural bases of cognition currently relies on two disjoint paradigms [Barack and23

Krakauer, 2021]. Classical works have sought to determine the computational role of individual cells by sorting24

them into functional populations based on their responses to sensory and behavioral variables [Hubel and25

Wiesel, 1959; Moser et al., 2017; Hardcastle et al., 2017]. Fast developing tools for dissecting neural circuits26

have opened the possibility of mapping such functional populations onto genetic and anatomic cell types, and27

given a new momentum to this cell-category approach [Adesnik et al., 2012; Ye et al., 2016; Kvitsiani et al.,28

2013; Hangya et al., 2014; Pinto and Dan, 2015; Hirokawa et al., 2019]. This viewpoint has however been29

challenged by observations that individual neurons often represent seemingly random mixtures of sensory and30

behavioral variables, especially in higher cortical areas [Churchland and Shenoy, 2007; Machens et al., 2010;31

Rigotti et al., 2013; Mante et al., 2013; Park et al., 2014], where sharply defined functional cell populations32

are often not directly apparent [Mante et al., 2013; Raposo et al., 2014; Hardcastle et al., 2017]. A newly33

emerging paradigm has therefore proposed that neural computations need instead to be interpreted in terms34

of collective dynamics in the state space of joint activity of all neurons [Buonomano and Maass, 2009; Rigotti35

et al., 2013; Mante et al., 2013; Gallego et al., 2017; Remington et al., 2018; Saxena and Cunningham, 2019].36

This computation-through-dynamics framework [Vyas et al., 2020] hence posits that neural computations are37

revealed by studying the geometry of low-dimensional trajectories of activity in state space [Mante et al., 2013;38

Rajan et al., 2016; Chaisangmongkon et al., 2017; Remington et al., 2018; Wang et al., 2018; Sohn et al., 2019],39

while remaining agnostic to the role of any underlying population structure.40

In view of the apparent antagonism between these two approaches, two works have sought to precisely41

assess the presence of functional cell populations in the posterior parietal cortex (PPC) [Raposo et al., 2014]42

and prefrontal cortex [Hirokawa et al., 2019]. Rather than define cell populations by classical methods such as43

thresholding the activity or selectivity of individual neurons, these studies developed new statistical techniques44

to determine whether the distribution of selectivity across neurons displayed non-random population structure45

[Hardcastle et al., 2017]. Using analogous analyses, but different behavioral tasks, the two studies reached46

opposite conclusions. Raposo et al found no evidence for non-random population structure in selectivity, and47

argued that PPC neurons fully multiplex information. Hirokawa et al also observed that individual neurons48

responded to mixtures of task features, but in contrast to Raposo et al, they detected important deviations from49

a fully random distribution of selectivity, a situation they termed non-random mixed selectivity. By clustering50

neurons according to their response properties, they defined separate, though mixed-selective populations that51

appeared to represent distinct task variables and to reflect underlying connectivity. To resolve the apparent52

discrepancy with Raposo et al, Hirokawa et al conjectured that revealing non-random population structure in53

higher cortical areas may require sufficiently complex behavioral tasks.54

The conflicting findings of [Raposo et al., 2014; Hirokawa et al., 2019] therefore raise a fundamental theoretical55

question: do specific computational tasks require a non-random population structure, or alternatively can any56

task in principle be implemented with a fully random population structure as in Raposo et al. [2014]? To address57

this question, we trained recurrent neural networks on a range of systems neuroscience tasks [Sussillo, 2014;58

Barak, 2017; Yang et al., 2019] and examined the population structure that emerges in both selectivity and59

connectivity using identical methods as Raposo et al. [2014]; Hirokawa et al. [2019]. Starting from the premise60

that computations are necessarily determined by the underlying connectivity [Mastrogiuseppe and Ostojic, 2018],61

we then developed a new approach for assessing the computational role of population structure in connectivity62

for each task. Together, these analyses revealed that, while a fully random population structure was sufficient to63

implement a range of tasks, specific tasks appeared to require a non-random population structure in connectivity64

that could be described in terms of a small number of statistically-defined sub-populations. This was in particular65

the case when a flexible reconfiguration of input-output associations was needed, a common component of many66

cognitive tasks [Sakai, 2008] and more generally of multi-tasking [Yang et al., 2019; Duncker et al., 2020; Masse67

et al., 2018]. To extract the mechanistic role of this population structure for computations-through-dynamics,68

we focused on the class of low-rank models [Mastrogiuseppe and Ostojic, 2018; Schuessler et al., 2020a,b] that69

can be reduced to interpretable latent dynamics characterized by a minimal intrinsic dimension and number of70

sub-populations [Beiran et al., 2021]. We found that the subpopulation structure of the connectivity enables71

networks to implement flexible computations through a mechanism based on modulations of gain and effective72

interactions that flexibly modify the low-dimensional latent dynamics across epochs of the task. Specifically,73

at the level of the collective dynamics, the sub-population structure allows different inputs to act either as74
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drivers or modulators [Sherman and Guillery, 1998; Salinas, 2004; Ferguson and Cardin, 2020]. Our results lead75

to task-specific predictions for the statistical structure of single-neuron selectivity, for inactivations of specific76

sub-populations, as well as for the implication of different neurons in multi-tasking.77

2 Results78

2.1 Identifying non-random population structure in trained recurrent networks79

We trained recurrent neural networks (RNNs) on five systems neuroscience tasks spanning a range of cognitive80

components: perceptual decision-making (DM) [Gold and Shadlen, 2007], parametric working-memory (WM)81

[Romo et al., 1999], multi-sensory decision-making (MDM) [Raposo et al., 2014], contextual decision-making82

(CDM) [Mante et al., 2013] and delay-match-to-sample (DMS) [Miyashita, 1988]. Each network consisted of N83

units, and the activation xi of unit i was given by84

τ
dxi
dt

= −xi +
N∑
j=1

Jijφ(xj) +

Nin∑
s=1

I
(s)
i us(t) + ηi(t), (1)

where φ(x) = tanh(x) is the single-unit non-linearity, Jij is the recurrent connectivity matrix, ηi(t) is a single-85

unit noise and the network receives Nin task-defined inputs {us(t)}s=1...Nin
through a set of feed-forward weights86

I
(s)
i (see Methods 4.1). The output z(t) of the network was obtained by a linear readout of firing rates φ(xi)87

through a set of weights {wi}i=1...N (Fig. 1a top). Each task was modeled as a mapping from a set of inputs88

representing stimuli and contextual cues to desired outputs (see Methods 4.3). For each task, we used gradient-89

descent to train 100 networks starting from different, random initial connectivities [Yang and Wang, 2020]. We90

then searched for evidence of non-random population structure by comparing the selectivity, connectivity and91

performance of the trained networks with randomized shuffles.92

Population structure in selectivity. We first asked if training on each task led to the emergence of non-random93

structure in selectivity, as previously assessed in the posterior parietal [Raposo et al., 2014] and prefrontal94

[Hirokawa et al., 2019] cortices. Following the approach developed in those studies, we represented each neuron95

as a point in a selectivity space, where each axis was given by the linear regression coefficient βvi of neural firing96

rate with respect to a task variable v such as stimulus, decision or context (Fig. 1a). The dimension of the97

selectivity space ranged from 2 to 4 depending on the task (see Methods 4.4), and each trained network led to98

a distribution of points in that space (Fig. 1b). For each network, we compared the obtained distribution with99

a randomized shuffle corresponding to a multivariate Gaussian with matching empirical mean and covariance100

(Fig. 1b,c), and assessed the difference using the ePAIRS statistical test [Raposo et al., 2014; Hirokawa et al.,101

2019]. A non-significant outcome suggests an isotropic distribution of single-neuron selectivity, a situation that102

has been denoted as fully-random population structure, or non-categorical mixed selectivity [Raposo et al., 2014].103

A statistically significant outcome instead indicates that neurons tend to be clustered along multiple axes of104

the selectivity space. Following Raposo et al. [2014]; Hirokawa et al. [2019], we refer to this situation as non-105

random mixed selectivity, or non-random population structure. The ePAIRS test on the selectivity distributions106

revealed the presence of non-random population structure for two out of the five tasks, the contextual decision-107

making and delay-match-to-sample tasks (proportion of statistically significant networks under the ePAIRS108

test, p < 0.05, Bonferroni corrected : DM task: 1/100, WM task: 6/100, MDM task: 10/100, CDM task:109

87/100, DMS task: 100/100) (Fig. 1d). In particular, this analysis revealed a clear difference between the110

multi-sensory [Raposo et al., 2014] and context-dependent [Mante et al., 2013] decision making tasks, which111

had an identical input structure (two stimuli A and B and two contextual cues A and B, Fig. 3b) and therefore112

identical four-dimensional selectivity spaces, but required different mappings from inputs to outputs.113

Population structure in connectivity. The selectivity in trained RNNs necessarily reflects the underlying114

connectivity [Mastrogiuseppe and Ostojic, 2018]. We therefore next sought to determine the presence of non-115

random population structure directly in the connectivity of networks trained on different tasks. Recent work116

has shown that training networks on simple tasks as considered here leads to a particular form of recurrent117

connectivity based on a low-rank structure [Schuessler et al., 2020b], meaning that the connectivity of each neuron118

is specified by a small number of parameters as detailed below. We leveraged this structure to represent trained119

networks in a low-dimensional connectivity space, and then assessed the presence of non-random population120

structure in that space using a procedure identical to the analysis of selectivity.121
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More specifically, we focused on RNNs constrained to have recurrent connectivity matrices Jij of a fixed122

rank R, and for each task determined the minimal required R (Sup. Fig. S2). A matrix of rank R can in general123

be written as124

Jij = m
(1)
i n

(1)
j + · · ·+m

(R)
i n

(R)
j , (2)

so that neuron i is characterized by 2R recurrent connectivity parameters {m(r)
i , n

(r)
i }r=1...R. Each neuron125

moreover received Nin input weights, and sent out one readout weights (Fig. 1e), leading to a total of 2R +126

Nin + 1 parameters per neuron. We therefore represented the connectivity of each neuron as a point in a127

(2R + Nin + 1)-dimensional connectivity space, where each axis corresponds to entries along one connectivity128

vector. The connectivity of a full network can then be described as a distribution of points in that space129

(Fig. 1f). Similarly to the selectivity analysis, we assessed the presence of non-random population structure by130

comparing connectivity distributions of trained networks with randomized shuffles corresponding to multivariate131

Gaussians with matching empirical means and covariances, and quantified the deviations using the ePAIRS test.132

The results were consistent with the analysis of selectivity (Fig. 1g,h), and we again observed a clear gap between133

two groups of tasks (number of networks with statistically significant clustering for each task: DM: 3/100; WM:134

5/100; MDM: 1/100; CDM: 100/100; DMS: 100/100; p < 0.05 with Bonferroni correction) (Fig. 1h). In135

particular and as was the case for selectivity, the MDM and CDM tasks led to opposite results although their136

connectivity spaces were identical (seven dimensional, with Nin = 4, R = 1, so that the total dimension was137

(2R+Nin + 1) = 7).138

Computational role of population structure The analyses of selectivity and connectivity provided a consistent139

picture on the absence or presence of non-random population structure across tasks. These analyses are however140

purely correlational, and do not allow us to infer a causal role of the observed structure. To determine when141

non-random population structure is computationally necessary, or conversely when random population structure142

is computationally sufficient, we therefore developed a new resampling analysis. For each task, we first generated143

new networks by sampling the connectivity parameters of each neuron from the randomized distribution used144

to assess structure in Fig. 1e-h, i.e. a multi-variate Gaussian distribution with mean and covariance matching145

the trained low-rank RNNs. This procedure preserved the rank of the connectivity (Fig. 1i), and the overall146

correlation structure of connectivity parameters, but scrambled any non-random population structure (Fig. 1j,k).147

We then quantified the performance of each randomly resampled network on the original task. This key analysis148

revealed that the randomly resampled networks led to a near perfect accuracy for the DM, WM and MDM149

tasks, but not for the CDM and DMS tasks (Fig. 1l). This demonstrates that, on one hand, random population150

structure is sufficient to implement the DM, WM and MDM tasks, while on the other hand non-random151

population structure is necessary for CDM and DMS tasks. These results held independently of the constraints152

on the rank of the connectivity, and in particular for unconstrained, full-rank networks in which only the learned153

part of the connectivity was resampled (Sup. Fig. S3).154

It is important to stress that the performance of resampled networks is a much more direct assessment of155

the computational role of the non-random population structure than the analyses of selectivity and connectivity156

through the ePAIRS test. Indeed, the ePAIRS analyses can lead to false positives in which statistically significant157

non-random structure is found in both selectivity and connectivity although resampled networks with a single158

Gaussian still match the performance of the trained network (Sup. Fig. S4). As an illustration, networks trained159

on the DM task sometimes exhibited two diametrically opposed clusters in the connectivity space, suggesting two160

concurrent pools of self-excitatory populations, reminiscent of solutions previously found for this task [Wang,161

2002; Williams et al., 2018; Schaeffer et al., 2020]. Generating resampled networks scrambled that structure,162

but still led to functioning networks, which showed that in the DM task the population structure does not bear163

an essential computational role, and might be an artifact of specific training parameters. Spurious structure164

can also appear in selectivity when the non-linearity is strongly engaged (Sup. Fig. S4).165

In summary, our analyses of trained recurrent neural networks revealed that certain tasks can be implemented166

with a fully random population structure in both connectivity and selectivity, while others appeared to require167

additional organization in the connectivity that led to non-random structure in selectivity. We next sought to168

understand the mechanisms by which the population structure of connectivity determines the dynamics and169

the resulting computations. In a first step, we examined the situation in which the population structure is170

fully random. In a second step, in line with Hirokawa et al. [2019], we asked whether non-random population171

structure in the connectivity space could be represented in terms of separate clusters or sub-populations, and172
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how this additional organization expands the computational capabilities of the network.173

2.2 Interpreting computations in terms of latent dynamical systems174

To unravel the mechanisms by which population structure impacts computations, we developed a method for175

interpreting the trained recurrent neural networks in terms of underlying low-dimensional dynamics [Vyas et al.,176

2020]. We specifically focused on networks with low-rank connectivity (Fig. 2a), which can be directly reduced177

to low-dimensional dynamical systems [Beiran et al., 2021]. Here we first outline this model reduction approach,178

and next apply it on trained recurrent networks.179

In line with recent methods for analyzing large-scale neural activity [Buonomano and Maass, 2009; Cun-180

ningham and Byron, 2014; Gallego et al., 2017; Saxena and Cunningham, 2019], we start by representing the181

dynamics as trajectories x(t) = {xi(t)}i=1...N in the high-dimensional state space, where the i-th dimension182

corresponds to the activation xi of neuron i (Fig. 2b). For low-rank networks, the set of connectivity parameters183

can be interpreted as vectors over neurons that directly correspond to directions in the state-space (Fig. 2b).184

Indeed, each feed forward input corresponds to an input connectivity vector I(s) = {I(s)i }i=1...N , the low-rank185

parameters of the connectivity matrix (Eq. 2) can be represented as R pairs of recurrent connectivity vectors186

m(r) = {m(r)
i }i=1...N and n(r) = {n(r)i }i=1...N for r = 1 . . . R, and the readout forms a vector w (Fig. 2a). Cru-187

cially, the low-rank connectivity structure directly restricts the dynamics to lie in a low-dimensional subspace188

spanned by the connectivity vectors I(s) and m(r) (Fig. 2b) [Mastrogiuseppe and Ostojic, 2018]. In line with189

dimensionality reduction approaches [Cunningham and Byron, 2014; Gallego et al., 2017], the collective activity190

in the network can therefore be fully described in terms of a small number of latent variables that quantify191

activity in this subspace [Mastrogiuseppe and Ostojic, 2018]. More specifically, x(t) can be decomposed into192

a set of internal variables κr and inputs us which quantify respectively activity along m(r) and I(s) (Fig. 2b,193

Methods section 4.8.1), and correspond to recurrent and input-driven directions in state-space [Wang et al.,194

2018] :195

x(t) =
R∑
r=1

κr(t)m
(r) +

Nin∑
s=1

us(t)I
(s). (3)

Altogether, the activity x(t) is therefore embedded in a linear subspace of dimension R+Nin where R is the rank196

of the connectivity, and Nin is the dimensionality of feed-forward inputs. The dynamics are then fully specified197

by the evolution of the internal variables κ = {κr}r=1...R driven by inputs u = {us}s=1...Nin . A mathematical198

analysis shows that the internal variables form a dynamical system [Remington et al., 2018; Vyas et al., 2020]199

with a temporal evolution of the form200

d

dt
κ(t) = F (κ(t),u(t)). (4)

Here F is a non-linear function that determines the amount of change of κ at every time step. In the limit of201

large networks, the precise shape of F is set by the statistics of the connectivity across neurons (Methods section202

4.8.4), i.e. precisely the distribution of points in the connectivity space that we previously examined in Fig. 1f,j.203

The connectivity in the network can therefore be represented in two complementary ways, either in terms of204

directions in the activity state-space (Fig. 2b top left) or in terms of distributions in the connectivity space205

(Fig. 2b bottom left), and these two representations together determine the low-dimensional latent dynamics.206

In summary, in line with the computation-through-dynamics framework [Vyas et al., 2020], low-rank networks207

can be exactly reduced to low-dimensional, non-linear latent dynamical systems which determine the performed208

computations. We next examined how the population structure in trained recurrent networks impacts the209

resulting latent dynamical system. To facilitate the interpretation of computational mechanism, we focused on210

networks of minimal rank, which lead to latent dynamics of minimal dimensionality for each task (Methods211

4.2). We later verify that the main conclusions carry over in absence of this constraint.212

2.3 Latent dynamics and computations for fully random population structure213

Our resampling analyses of trained RNNs revealed that a range of tasks could be performed by networks in214

which the population structure was fully random in connectivity space (Fig. 1l). We therefore first examine215

the latent dynamics underlying computations in that situation. Crucially, a fully random population structure216

limits the available parameter space, and strongly constrains the set of achievable latent dynamics independently217
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Figure 1: Identifying non-random population structure in selectivity, connectivity and computa-
tions. (a) Recurrent neural networks (RNNs) were trained separately on five tasks. For each task, and each
trained RNN, selectivity was first quantified by computing linear regression coefficients βvari for each neuron
i with respect to task-defined variables such as stimulus features or decision (see Methods 4.4). Each neuron
was then represented as a point in a selectivity space where each axis corresponds to the regression coefficient
with respect to one variable. For each network, we then compared the resulting distribution of points with
a random shuffle corresponding to a multi-variate Gaussian with matching empirical covariance. (b) Illustra-
tion of the distribution of regression coefficients in selectivity space for two networks trained on respectively
the multi-sensory (MDM) and context-dependent decision-making (CDM) tasks which received identical inputs
(two stimuli A and B and two contextual cues) but required different outputs. The full selectivity space was
four dimensional. The plots show two-dimensional projections of the selectivity distribution onto the plane
defined by regression coefficients with respect to stimuli A and B. Gray ellipses correspond to the 1 s.d. ellipse
of a Gaussian distribution with matching mean and covariance. (c) Distribution of angles between each point
and its nearest neighbor in the selectivity space illustrated in panel b (colored histograms), compared with that
of a matching multivariate Gaussian (black line). The mismatch between the two distributions was quantified
using the ePAIRS test [Raposo et al., 2014; Hirokawa et al., 2019]. The mismatch was significant for the CDM
task (p < 10−7), but not for the MDM task (p = 0.61).
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Figure 1 (previous page): (d) Population structure in the selectivity space across networks and tasks: effect size
of the ePAIRS test (see Methods 4.6) on the selectivity space for 100 networks trained on each of the five studied
tasks (see Sup. Fig. S1 for p-values). Black bars represent 95% confidence intervals for null distributions. (e)
To assess for population structure in connectivity, we focused on low-rank networks, where connectivity is fully
specified by vectors over neurons [Mastrogiuseppe and Ostojic, 2018]. Each neuron is then characterized by
one parameter on each vector (illustrated by colors, entries for a specific neuron are outlined in red), and can
be represented as a point in connectivity space where each axis corresponds to the parameters on one vector.
We assessed the presence of non-random population structure in that space using a procedure identical to the
analysis of selectivity (c-d). (f) Illustration of the distribution of parameters in connectivity space for the two
networks trained on respectively the MDM and CDM tasks. For these tasks, minimal trained networks were
of rank R = 1 (Sup. Fig. S2), so that the connectivity space was of dimension 7 (four inputs, two recurrent
vectors and one readout). The plots show two-dimensional projections of the full connectivity distribution onto
the plane defined by parameters of contextual cues A and B. Gray ellipses correspond to the 1 s.d. ellipse of
a Gaussian distribution with matching mean and covariance. (g) Comparison of distributions in connectivity
space for trained networks and the randomized shuffles as in c. The difference is significant for the CDM task,
but not for the MDM task. (h) Population structure in the connectivity space across networks and tasks: effect
size of the ePAIRS test on the connectivity space for 100 networks trained on each of the five studied tasks
(see Sup. Fig. S1 for p-values). (i) To identify the causal role of population structure on computations, we
randomly generated new networks by resampling from the null distribution in connectivity space that preserved
the mean and covariance structure but scrambled any non-random population structure. (j-k) In randomly
resampled networks, the statistics of connectivity are by design identical to shuffles used for the ePAIRS test.
(l) Performance of each randomly resampled network on its corresponding task as measured by accuracy.

of their dimensionality [Beiran et al., 2021]. We start be specifying these constraints on the dynamics, and show218

they nevertheless allow networks with random population structure to implement a range of tasks of increasing219

complexity by increasing the rank of the connectivity and therefore the dimensionality of the dynamics.220

Networks with fully random population structure were defined in Fig. 1i-l as having distributions of con-221

nectivity parameters computationally equivalent to a Gaussian distribution. In such networks, the statistics of222

connectivity are therefore fully characterized by a set of covariances between connectivity parameters, each of223

which can be directly interpreted as the alignment, or overlap between two connectivity vectors (Fig. 2b bottom224

left, see Eq. 12). For this type of connectivity, a mean-field analysis shows that the latent low-dimensional225

dynamics can be directly reduced to an effective circuit, where internal variables κr integrate external inputs226

us, and interact with each other through effective couplings set by the overlaps between connectivity vectors227

multiplied by a common, activity-dependent gain factor [Beiran et al., 2021]. In such reduced models, the role228

of individual parameters can then be analyzed in detail (Sup. Info).229

As a concrete example, a unit-rank network (R = 1) with connectivity vectors m and n and a single feed-230

forward input vector I (Nin = 1) leads to two-dimensional activity (Eq. 3), fully described by a single internal231

variable κ(t) and a single external variable u(t) (Fig. 2b). The latent dynamics of κ(t) are given by232

τ
dκ

dt
= −κ+ σ̃nmκ+ σ̃nIu(t), (5)

where σ̃nm and σ̃nI are effective couplings, that depend both on overlaps between connectivity vectors, and233

implicitly on κ and u through a gain factor, so that the full dynamics in Eq. 5 are non-linear despite their234

immediate appearance. More specifically, the effective couplings are defined as σ̃nm = 〈Φ′〉σnm and σ̃nI =235

〈Φ′〉σnI , where σnm (resp. σnI) is the fixed overlap between the vector n and the vector m (resp. I). The236

connectivity vector n therefore selects inputs to the latent dynamics [Mastrogiuseppe and Ostojic, 2018]: the237

overlap between n and I controls how strongly the latent dynamics integrate feed-forward inputs, while the238

overlap between n and m controls the strength of positive feedback in the latent dynamics. Crucially, all the239

effective couplings are scaled by the same factor 〈Φ′〉 that represents the average gain of all neurons in the240

network. This gain depends on the activity in the network (Methods section 4.8.4), which makes the dynamics241

non-linear. The fact that all the effective couplings are scaled by the same factor however implies that, in242

networks with a fully random population structure, the overall form of the effective circuit is determined by243
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Figure 2 : Low-dimensional latent dynamics explain computations in low-rank RNNs. (a-b) Reducing low-rank
networks to low-dimensional latent dynamics. (a) The connectivity in a low-rank RNN is specified by a set
of input, recurrent, and readout vectors over neurons. Here colors illustrate the entries of each neuron on
these vectors, a specific neuron being outlined in red. (b) The connectivity vectors can be represented in two
complementary manners that together determine low-dimensional dynamics. (top-left) In the N -dimensional
state space, where each axis is the activity xi of neuron i, connectivity vectors correspond to specific directions,
illustrated as arrows. The connectivity constrains the trajectories of activity to lie in a low-dimensional subspace
spanned by input vectors I(s) and recurrent vectors m(r). The activity trajectories (illustrated in color for
two stimuli) are parametrized along those directions by inputs us and internal variables κr, forming a latent
dynamical system that fully determines the activity trajectory. (bottom left) The connectivity space provides
a complementary representation, where each axis corresponds to a connectivity parameter along one vector.
Any neuron (specific example in red) is represented as a point in this space, and the full network is described
by the distribution of the cloud of points. Here we illustrate a four-dimensional distribution by its pairwise
two-dimensional projections. (bottom right) A Gaussian distribution in connectivity space is specified by a
covariance matrix that describes the shape of the point cloud, or equivalently the set of overlaps σ between all
pairs of connectivity vectors. (top right) In that case, the latent dynamics can be reduced to an effective circuit
(Eq. 5), in which each internal variable is represented as a unit that integrates external inputs, and interacts
with itself (and other internal variables) through a set of effective couplings set by the connectivity overlaps.
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Figure 2 (previous page): (c)-(e) Application to the perceptual decision making task. (c) A rank-one network
was trained to output the sign of the mean of a noisy input signal. Example inputs and outputs are shown in
red and blue for a positive and a negative input mean. (d) Low-dimensional trajectories in the two dimensional
subspace spanned by vectors m and I. (e) The latent dynamics are equivalent to an effective circuit governed
by 2 effective couplings (Eq. 5), which are determined by the overlaps σnI and σnm of the vector n with I and
m (see vectors in panel d). The readout from the network is set by the overlap σmw between the vectors m
and w. (f) Psychometric function showing the rate of positive outputs for the trained network, and a reduced
network generated by controlling only three parameters corresponding to the effective couplings in e (see also
Supplementary Fig. S5). (g)-(j) Application to the parametric working memory task. (g) A rank-two network
was trained to compute the difference between two stimuli f1 and f2 separated by a variable delay. (h) The
recurrent activity is described by two internal variables, κ1 and κ2 that correspond to activity along connectivity
vectors m(1) and m(2). The variable κ1 acts as an integrator that encodes the stimuli persistently: f1 following
the first stimulus, and f1 + f2 at the decision time following the second stimulus. The variable κ2 responds
transiently to each stimulus, and therefore encodes f2 at the decision time. (i) The latent dynamics are described
by an effective circuit where the two internal variables evolve independently, with different amounts of positive
feedback (Eq. 47). (j) Psychometric response matrix for the trained network, and a reduced network generated
by controlling only six parameters corresponding to the effective couplings in i. Each matrix displays the rate
of positive responses for each combination of stimuli f1 and f2.

the connectivity overlaps, which strongly limits the range of possible dynamics for the internal variables [Beiran244

et al., 2021]. Tasks for which a fully random population structure is sufficient are therefore those that can be245

implemented by a fixed effective circuit at the level of latent dynamics.246

We first applied this model reduction framework to the perceptual decision making task, where a network247

received a noisy scalar stimulus u(t) along a random input vector, and was trained to report the sign of its248

temporal average along a random readout vector (Fig. 2c). Minimizing the rank of the trained recurrent con-249

nectivity matrix, we found that a unit-rank network was sufficient to solve the task (Sup. Fig. S2). The network250

connectivity was fully characterized by four connectivity vectors: the input vector I, recurrent connectivity vec-251

tors n and m, and the readout vector w (Fig. 2c). As a result, the activity x(t) evolved in a two-dimensional252

plane spanned by I and m, and was fully described by two corresponding collective variables u(t) and κ(t)253

(Fig. 2d). The resampling analysis in Fig. 1l showed that trained networks were fully specified by the overlaps,254

or covariances between connectivity vectors, as generating new networks by sampling connectivity from a Gaus-255

sian distribution with identical covariances led to identical performance. The latent dynamics of κ(t) could then256

be reduced to a simple effective circuit (Fig. 2e, Eq. 5). Inspecting the values of covariances in the trained net-257

works (Sup. Fig. S10) and analyzing the effective circuit (Sup. Fig. S5) revealed that the latent dynamics relied258

on a strong overlap σnI to integrate inputs, and an overlap σnm ≈ 1 to generate a long integration timescale259

via positive feedback. The internal variable κ(t) therefore represented integrated evidence along a direction in260

state space determined by the connectivity vector m (Fig. 2e,f). The readout vector w was aligned with m,261

so that the output directly corresponded to integrated evidence κ(t). Controlling only three parameters in the262

latent dynamics was sufficient to reproduce the psychometric input-output curve of the full trained network263

(Fig. 2f). Note that this network implementation is very similar to the implementation that has been proposed264

in previous work without making use of a learning algorithm [Mastrogiuseppe and Ostojic, 2018]. The findings265

from the perceptual decision task directly extended to the multi-sensory decision-making task [Raposo et al.,266

2014], in which the latent dynamics were identical, but integrated two inputs corresponding to two different267

stimulus features.268

We next turned to the parametric working memory task [Romo et al., 1999], where two scalar stimuli f1269

and f2 were successively presented along an identical input vector I, and the network was trained to report270

the difference f1 − f2 between the values of the two stimuli (Fig. 2g). We found that this task required rank271

R = 2 recurrent connectivity (Sup. Fig. S2), so that the activity was constrained to the three-dimensional272

space spanned by I and the connectivity vectors m(1) and m(2). The low-dimensional dynamics could therefore273

be described by two internal variables κ1(t) and κ2(t) that represented activity along m(1) and m(2), and274

formed a two-dimensional dynamical system that integrated the input u(t) received along I. The resampling275

analysis indicated that in this case also the trained connectivity was fully specified by covariances between276
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connectivity vectors (Fig. 1i-l). Inspecting the connectivity distribution (Sup. Fig. S10) revealed that the two277

internal variables κ1 and κ2 did not directly interact, but instead independently integrated stimuli through278

dynamics given by Eq. 5 (Fig. 2i). For κ1, a strong overlap σn(1)m(1) led to strong positive feedback that279

generated a persistent representation of the intensity f1 of the first stimulus along the direction of state space280

set by the connectivity vector m(1) (Fig. 2h top). For κ2, the overlap σn(2)m(2) , and therefore the positive281

feedback, was weaker, leading to a transient response that encoded the most recent stimulus along the direction282

m(2) in the state space (Fig. 2h bottom). The readout vector w was aligned with both m(1) and m(2), but283

with overlaps of opposite signs, so that the output of the network in the decision period corresponded to the284

difference between κ1 and κ2, and therefore effectively f2 − f1 (Fig. 2i). Controlling only five parameters in285

the latent dynamics (Sup. Fig. S6) was therefore sufficient to reproduce the psychometric matrix describing the286

input-output mapping of the full trained network (Fig. 2j).287

In summary, networks with random population structure can perform tasks of increasing complexity by288

relying on the dimensionality of recurrent dynamics to represent an increasing number of task-relevant latent289

variables. The random population structure however limits ways in which these latent variables can be combined290

by fixing the shape of the equivalent circuit. As a consequence, for more complex tasks a fully random population291

structure was not sufficient. We next sought to further elucidate this aspect.292

2.4 Representing non-random connectivity structure with multiple populations293

The resampling analysis in Fig. 1l indicated that tasks such as context-dependent decision-making and delayed-294

match-to-sample relied on a population structure in connectivity that was not fully random. To better under-295

stand the underlying structure and its computational role, we further examined RNNs trained on these two296

tasks, and asked whether their connectivity could be represented in terms of multiple populations. We first297

examined whether a multi-population connectivity structure is sufficient to implement the two tasks, and in a298

second step examined how such a structure modifies latent dynamics and expands their computational capacity.299

To identify computationally-relevant populations, we took inspiration from Hirokawa et al. [2019], and first300

performed clustering analyses in the connectivity space where non-random population structure was found301

(Fig. 3a, Methods section 4.7 ). Each axis in that space represents entries along one connectivity vector, and302

each neuron corresponds to one point. Applying a Gaussian mixture clustering algorithm on the cloud of points303

formed by each trained network, we partitioned the neurons into separate sub-populations. In the trained304

networks, all clusters were centered close to the origin, but each had a different shape and orientation that305

corresponded to multiple peaks in the distribution of nearest-neighbour angles detected by the ePAIRS analysis306

(Fig. 1f-g). Each population was therefore characterized by a different set of covariances, or overlaps, between307

input, recurrent, and output connectivity vectors. We then extended our resampling approach from Fig. 1i-308

l, and generated new networks by first randomly assigning each neuron to a population, and then sampling309

its connectivity parameters from a Gaussian distribution with the fitted covariance structure. Finally, we310

inspected the performance of these randomly generated networks, and compared them with fully trained ones.311

By progressively increasing the number of fitted clusters, we determined the minimal number of populations312

needed to implement the task (Methods 4.7). Within this approach, networks with a fully random population313

structure such as those described in Fig. 2 correspond to a single overall population in connectivity space.314

We first considered context-dependent decision making, where stimuli consisted of a combination of two315

scalar features that fluctuated in time [Mante et al., 2013]. Depending on a contextual cue, only one of the316

two features needed to be integrated (Fig. 3b), so that the same stimulus could require opposite responses, a317

hallmark of flexible input-output transformations [Fusi et al., 2016]. We implemented each stimulus feature318

and contextual cue as an independent input vector over the population, so that the dimension of feed-forward319

inputs was Nin = 4. We found that unit-rank connectivity was sufficient (Fig. S2), and focused on such320

networks. The analysis in Fig. 1l showed that generating networks by resampling connectivity from a single,321

fully-random population led to a strong degradation of the performance, although it remained above chance. A322

closer inspection of psychometric matrices representing input-output transforms (Fig. 3c) in different contexts323

revealed that single-population resampled networks in fact generated correct responses for stimuli requiring324

identical outputs in the two contexts, but failed for incongruent stimuli, for which responses needed to be flipped325

according to context (Fig. 3c right). This observation was not specific to unit rank networks, as randomizing326

population structure in higher rank (Sup. Fig. S11) and full rank networks (Sup. Fig. S3) led to a similar327

reduction in performance (Sup. Fig. S3). We therefore performed a clustering analysis in the connectivity328
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space. The number of clusters varied across networks (Sup. Fig. S9), but the minimal required number was two.329

For such minimal networks, we found that randomly resampling from the corresponding mixture-of-Gaussian330

distribution led to an accuracy close to the original trained connectivity (Fig. 3d). In particular, the randomly331

generated networks correctly switched their response to incongruent stimuli across contexts (Fig. 3c), in contrast332

to networks with random population structure. This indicated that connectivity based on a structure in two333

populations was sufficient to implement the context-dependent decision-making task.334

We next turned to the delayed-match-to-sample task [Miyashita, 1988; Engel and Wang, 2011; Chaisang-335

mongkon et al., 2017], where two stimuli were interleaved by a variable delay period, and the network was336

trained to indicate in each trial whether the two stimuli were identical or different (Fig. 3e). This task involved337

flexible stimulus processing analogous to the context-dependent decision-making task because an identical stim-338

ulus presented in the second position required opposite responses depending on the stimulus presented in the339

first position (Fig. 3f). We found that this task required a rank two connectivity (Fig. S2), but, similarly to340

the context-dependent decision making task, a fully random population structure was not sufficient to perform341

the task, as networks generated by randomizing connectivity parameters reduced the output to chance level342

(Fig. 1l,3f,g). Fitting instead two clusters in the connectivity space showed that two sub-populations were suffi-343

cient, as networks generated by sampling connectivity based on a two-population structure led to a performance344

close to that of the fully trained network (Fig. 3g).345

Altogether, our analyses based on clustering connectivity parameters, and randomly generating networks346

from the obtained multi-population distributions, indicated that connectivity distributions described by a small347

number of populations were sufficient to implement tasks requiring flexible input-output mappings. To identify348

the mechanistic role of this multi-population structure, we next examined how it impacted the latent dynamics349

implemented by trained networks.350

2.5 Gain-based modulation of latent dynamics by multi-population connectivity351

To unveil the mechanisms underlying flexible input-output mappings in networks with connectivity based on352

multiple populations, we examined how such a structure impacts the latent dynamics of internal variables. We353

first show that in contrast to a single-population, a multi-population structure allows external inputs to flexibly354

modulate the overall form of the circuit describing latent dynamics. We then show how this general principle355

applies specifically to the two flexible tasks described in Fig. 3. We focus here on networks with minimal rank356

and minimal number of populations, and show in the next section that the inferred predictions hold more357

generally.358

In Fig. 3 we defined sub-populations as subsets of neurons characterized by different overlaps between input,359

recurrent and output connectivity vectors in a network of fixed rank. In a network with a multi-population360

structure, the number of internal variables describing low-dimensional dynamics is determined by the rank of the361

recurrent connectivity, as in networks without population structure (Fig. 2a). Remarkably, a mean-field analysis362

(Methods 4.8.4, [Beiran et al., 2021]) shows that the latent low-dimensional dynamics can still be represented363

in terms of an effective circuit where internal variables κr integrate inputs and interact with each other through364

effective couplings (Fig. 4a). The key effect of the multi-population structure is however to modify the form of365

the effective couplings and endow them with much greater flexibility than in the case of a single, fully random366

population. Indeed, in a network with a single population, the effective couplings were given by connectivity367

overlaps multiplied by a single, global gain factor, and modulating the gain therefore scaled all effective couplings368

simultaneously. In contrast, in networks with multiple populations, each population is described by its own set369

of overlaps between connectivity sub-vectors (Fig. 3a-c), and, importantly, by its own gain, which corresponds370

to the average slope φ′(xi) on the input-output nonlinearity of different neurons in the population. The effective371

couplings between inputs and internal variables are then given by a sum over populations of connectivity overlaps372

each weighted by the gain of the corresponding population (Methods Eq. (40)). As an illustration, in the case373

of two populations, the effective coupling between the input and the internal variable becomes374

σ̃nI = σ
(1)
nI 〈Φ′〉1 + σ

(2)
nI 〈Φ′〉2 (6)

where σ
(1)
nI and σ

(2)
nI are the overlaps for each population between the input vector I and the input-selection375

vector n, while 〈Φ′〉1 and 〈Φ′〉2 are the gains of the two populations, which depend implicitly both on inputs376

and the values of internal variables.377
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Figure 3. Multi-population connectivity structure captures the computational requirements for context-
dependent tasks. (a) Illustration of the method for representing a low-rank connectivity structure in terms
of multiple sub-populations. As in Fig. 1 the connectivity vectors (left panel) are first represented as a set of
points in connectivity space, each point corresponding to connectivity parameters of one neuron. The center
panel shows an illustration of different two-dimensional projections of the full distribution in connectivity space,
which in this example is four dimensional. A mixture of Gaussians clustering algorithm then assigns every
neuron to a sub-population based on the full distribution in connectivity space. The green and purple colors
denote the two identified populations, which in this illustration have identical centers but different shapes. Each
sub-population is therefore defined by a different set of covariances (right panel), that correspond to overlaps
between input, recurrent and readout vectors shown in green and purple colors in the left panel. (b)-(d) Ap-
plication to the context-dependent decision making task. (b) Networks received stimulus inputs consisting of a
combination of two noisy features along two different input vectors, together with one of two contextual cues in
each trial. Unit rank networks were trained to output the sign of the mean of the feature corresponding to the
activated contextual cue. Here we illustrate two example trials sharing the same stimulus inputs and opposite
contextual cues (context A activated in dark red, context B in pale brown), leading to opposite outputs. (c)
Psychometric response matrices. Each matrix displays the rate of positive responses for each combination of
means of stimulus features. Different rows show response matrices in different contexts. Different columns
show response matrices for a trained network (left), and for networks generated by resampling connectivity
from a single population (middle) or two populations (right). (d) Average accuracy of a trained network and
of 10 draws of resampled single-population and two-population networks (boxplot, orange line: median, black
box: first and third quartiles, outer lines: min and max in the limit of the median ±1.5 interquartile intervals,
standalone dots: outliers).
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Figure 3 (previous page): (e)-(g) Application to the delayed match-to-sample task. (e) Networks received a
sequence of two stimuli during two stimulation periods (in light gray) separated by a delay. Each stimulus
belonged to one out two categories (A or B), each represented by a different input vector. Rank-two networks
were trained to output during a response period (in light orange) a positive value if the two stimuli were
identical, a negative value otherwise. Here we illustrate two trials with stimuli A-A and B-A respectively. (f)
Psychometric response matrices. Rate of positive responses for each combination of first and second stimuli,
for a trained network (left) and for networks generated by resampling connectivity from a single population
(middle) or two populations (right). (g) Same as d for the DMS task.

Crucially, additional inputs restricted to a given population can modulate its gain independently of other378

populations by shifting the position of neurons on the non-linear input-output function. Additional inputs379

can thereby shape latent dynamics without directly driving them, but by modifying effective couplings (Meth-380

ods 4.8.5). Indeed, as pointed out earlier, only inputs corresponding to input vectors aligned with the input-381

selection vectors n(r) directly drive internal variables through a non-zero effective coupling. In contrast, inputs382

corresponding to input vectors orthogonal to input-selection vectors do not directly drive the latent dynamics,383

but do modulate the values of the gain 〈Φ′〉p of each population, and therefore the effective couplings. As a384

consequence, depending on the geometry between input vectors and input-selection vectors, different sets of385

inputs can play distinct roles of drivers and modulators [Sherman and Guillery, 1998] at the level of the effective386

circuit describing latent dynamics. Such a mechanism considerably extends the range of possible dynamics with387

respect to the case of a single overall population. In particular, modulating the gains of different populations388

allows the network to flexibly remodel the effective circuit formed by collective variables in different trials or389

epochs according to the demands of the task, in contrast to the single-population case, where the form of the390

effective circuit is fixed. We next describe how this general mechanism explains the computations in the two391

flexible tasks of Fig. 3.392

For the context-dependent decision-making task, the minimal trained networks were of unit rank and con-393

sisted of two sub-populations (Fig. 3f). Analyzing the statistics of input and connectivity vectors for each394

population, we found that the input vectors IA and IB corresponding to the two stimulus features uA and395

uB had different overlaps with the input-selection vector n in the two populations (Fig. 4b right) so that the396

two stimulus features uA and uB acted as drivers of latent dynamics. The contextual input vectors IctxA and397

IctxB in contrast had weak overlaps with the input-selection vector n (Sup. Fig. S10), but strongly different398

amplitudes on the two populations (Fig. 4b left). They therefore modified the gains of the two populations in399

an opposite manner (Fig. 4c bottom), and played the role of modulators that modified the form of the effective400

circuit describing latent dynamics in each context (Fig. 4c top). More specifically, the latent dynamics of the401

internal variable κ could be approximated by (Methods 4.8.4 and Sup. Fig. S7):402

τ
dκ

dt
= −κ+ σ̃mnκ+ σ

(1)

nIA
〈Φ′〉1uA(t) + σ

(2)

nIB
〈Φ′〉2uB(t) (7)

where 〈Φ′〉1 and 〈Φ′〉2 are the average gains of the two populations, σ
(1)

nIA
the overlap for the first population403

between the input vector for stimulus feature A and the input-selection vector n, and σ
(2)

nIB
the overlap for404

the second population between n and the input vector for stimulus feature B. By modulating the gains of405

the two populations in a differential manner between the two contexts (Fig. 4c bottom), the contextual cues406

controlled the effective couplings between stimulus inputs and the internal variable κ, and determined which407

feature was integrated by the internal variable in each context (Fig. 4d). This mechanism implemented an408

effective input gating, but only at the level of the latent dynamics of the internal variable κ that integrated409

relevant evidence. Importantly, as observed in experimental data [Mante et al., 2013], on the level of the full410

network, the two stimulus features were instead equally represented in both contexts, but along directions in411

state space orthogonal to the direction n that encoded internal collective variable (Sup. Fig. S12) as observed412

in experimental data [Mante et al., 2013].413

For the delayed-match-to-sample task, we found that the multi-population structure also led to a modulation414

of latent dynamics, but across task epochs rather than across trials. Fig. 4e-i describes an example minimal415

network implementing this task, where one of the stimuli played the role of a modulatory input, and transiently416

modified the latent dynamics when presented (Fig. 4e,g,i). More specifically, the network was of rank two,417
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Figure 4. Mechanisms of computations based on a multi-population connectivity structure. (a) Circuit diagram
representing latent dynamics in the reduced model of context-dependent decision-making task (Eq. 7). The
internal variable κ is represented as a unit that integrates the two stimulus features uA and uB through effective
couplings σ̃nIA and σ̃nIB . The coupling σ̃nIA corresponds to the overlap between vectors n and IA for population
1, multiplied by the gain of that population, while σ̃nIB is the overlap between vectors n and IB for population 2,
multiplied its gain. Contextual inputs uctxA and uctxB modulate the gains of the two populations and therefore
the effective couplings that govern which stimulus feature is integrated. Lines with round ends represent effective
couplings, lines with straight ends represent gain modulation. (b) Three two-dimensional projections of the six-
dimensional connectivity space for a network trained on the task. Each point represents the parameters of one
neuron, and the two colors indicate populations found by clustering neurons within the full six-dimensional
space (Fig. 3a). Left: plane defined by components of the contextual-cue vectors IctxA and IctxB ; right: two
planes defined by components on the input-selection vector n and the two stimulus feature vectors IA and IB

(lines show linear regressions for each population).
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Figure 4 (previous page): (c) Effective circuits in each context (top) and corresponding gains of neurons in
each population (bottom). For each neuron i, the gain is defined as the slope of φ(xi) during stimulation
period. Violin plots showing the distribution of gains for all neurons in each population in context A (left)
and B (right). In context A, the average gain of neurons in population 1 (green) is lower than population 2
(purple), which decreases the effective connectivity between input feature B and the latent variable (top left
circuit). The opposite happens in context B (top right circuit). (d) Effective inputs to the latent variable κ in
the two context (bottom) in response to the same stimulus input (top). Solid lines show inputs mediated by

each population (defined as 1
N

∑
i niφ(

∑
k I

(k)
i ), see Methods eq. (38)), the dashed line shows the total input,

which changes signs between the two contexts, leading to opposite responses. (e) Circuit diagram representing
latent dynamics for a minimal network trained on the DMS task (Eq. 53). The network was of rank two, so that
the latent dynamics were described by two internal variables κ1 and κ2. Input A acts as a modulator on the
recurrent interactions between the two internal variables. (f) Top: Dynamical landscape for the autonomous
latent dynamics in the κ1 − κ2 plane. Colored lines depict trajectories corresponding to the 4 types of trials
in the task. Background color and white lines encode the speed and direction of the dynamics in absence of
inputs. Bottom: temporal evolution of κ1 and κ2 in two trials in which the second stimulus was identical, but
the first one different. (g) Effective circuit diagrams in absence of inputs (left), and when input A (middle) or
input B (right) are present. Filled circles denote positive coupling, open circles negative coupling. Input A in
particular induces a negative feedback from κ2 to κ1. (h) Distribution of neural gains for each populations, in
the three situations described above. The gain of population 1 (green) is specifically modulated by input A.
(i) Dynamical landscapes in the 3 situations described above (see Methods). Filled and empty circles indicate
respectively stable and unstable fixed points. The negative feedback induced by input A causes a limit cycle to
appear in the latent dynamics.

so that the latent dynamics were described by effective interactions between two internal variables κ1 and κ2418

(Fig. 4e), and could be visualised in terms of a flow in a dynamical landscape in the κ1−κ2 plane (Fig. 4f). The419

minimal connectivity moreover consisted of two populations (Fig. 3i). Stimulus A modulated the gain of the420

first population (Fig. 4h), and therefore, when presented, modified the effective couplings in the latent dynamics421

and the dynamical landscape (Fig. 4i and Sup. Fig. S8)). The main effect of the inputs was therefore to shape422

the trajectories of internal variables by modulating the dynamical landscape at different trial epochs (Fig. 4i423

and Sup. Fig. S13). In particular, stimulus A strongly enhanced negative feedback (Fig. 4g), which led to a424

limit-cycle in the dynamics that opened a fast transient channel that could flip neural activity in the κ1 − κ2425

plane [Chaisangmongkon et al., 2017]. The four trials in the task therefore corresponded to different sequences426

of dynamical landscapes (Fig. 4i) leading to different neural trajectories and final states determining the correct427

behavioral outputs (Sup. Fig. S13).428

In summary, we found that networks with multiple sub-populations implemented flexible computations by429

exploiting gain modulation to modify effective couplings between collective variables. The minimal solutions430

for the two tasks displayed in Fig. 3 and Fig. 4 illustrate two different variants of this general mechanism.431

In the context-dependent decision-making task, the sensory inputs acted as drivers of the internal dynamics,432

and contextual inputs as gain modulators that controlled effective couplings between the sensory inputs and the433

internal collective variable. In contrast, in the delayed-match-to-sample task, sensory inputs acted as modulators434

of recurrent interactions, and gain modulation controlled only the effective couplings between the two internal435

variables. More generally, modulations of inputs and modulations of recurrent interactions could be combined436

to implement more complex tasks.437

2.6 Predictions for neural selectivity and inactivations438

Analyzing networks of minimal rank and minimal number of population allowed us to identify the mechanisms439

underlying computations based on a multi-population structure in connectivity. We next sought to generate440

predictions of the identified mechanisms that are experimentally testable without access to details of the con-441

nectivity. We then tested these predictions on networks with a higher number of populations or higher rank,442

obtained by varying the constraints used during training. We focus here specifically on the context-dependent443

decision-making (CDM) task, and contrast it with the multi-sensory decision-making (MDM) task, for which444
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networks received an identical input structure, but were required to produce an output independent of context.445

For the CDM task, reducing the trained networks to effective circuits revealed that the key computations446

relied on a differential gain-modulation of separate populations by contextual inputs. For each neuron, contextual447

cues set the functioning point of the neuron on its non-linearity, and the gain of its response to incoming stimuli.448

A direct implication is that neurons more strongly modulated by context cues change more strongly their gain449

across contexts, and thereby the amplitude of their responses to stimulus features (Fig. 5a). An ensuing450

prediction at the level of selectivity of individual neurons is therefore that the pre-stimulus selectivity to context451

should be correlated with the change across contexts of regression coefficients to stimulus features (Fig. 5b).452

Our analyses therefore predict a specific form of multiplicative interactions, or non-linear mixed selectivity to453

stimulus features and context cues [Rigotti et al., 2013], but also imply that the two populations can be identified454

based on their selectivity to context (Fig. 5b).455

The multiplicative interaction between context and stimulus selectivity is a necessary, but not a sufficient456

condition for implementing context-dependent responding. A second, necessary component of the computational457

mechanism is that each population integrates dominantly one of the two features into the latent dynamics, as458

seen previously from the overlaps between the input vectors and the input-selection vectors (Fig. 4b right). This459

leads to a specific prediction for inactivation experiments: inactivating separately populations defined by their460

selectivity to context disrupts performance in one context, while leaving the other intact (Fig. 5c-d). In contrast,461

inactivating a random subset of neurons leads only to a slight overall decrease in performance independently of462

the context (Fig. 5c-d).463

We first tested the two predictions on networks constrained to be of minimal, unit rank, but in which464

clustering analyses in connectivity space revealed more than two populations (Sup. Fig. S9), as in [Yang et al.,465

2019]. The two predictions for selectivity and inactivations were therefore directly borne out for such networks466

(Fig. 5e). We next turned to networks trained without rank constraint, and tested the two predictions without467

analyzing connectivity, as would be the case in experimental studies. The two predictions were again borne468

out (Fig. 5f), confirming that key aspects of the computational mechanisms extend to networks in which the469

connectivity structure was of higher rank, and the dynamics higher dimensional.470

Finally we examined unit-rank networks trained on the MDM task. Such networks received an input structure471

identical to the CDM task, consisting of two stimulus features and two context cues. In contrast to the CDM task,472

the network was required to average the two stimulus features, and contextual cues were irrelevant, so that a fully473

random population structure was sufficient to perform the task (Fig. 1l). We therefore expected that the two474

predictions made for the CDM task do not necessarily hold in this case. We indeed found that training networks475

on the MDM task led to weaker selectivity to context, and weaker correlation between context selectivity and476

the change in stimulus selectivity (Fig. 5f). Specific neurons still exhibited selectivity to contextual cues, but477

inactivating them led to changes in performance similar to inactivating a random subset of neurons (Fig. 5f).478

Importantly, we controlled for the effect of context selectivity strength by manually increasing the amplitude479

of contextual inputs until the context selectivity matched that of networks trained on the CDM task. This480

increased the correlation between context selectivity and the change in stimulus selectivity but did not increase481

the impact of inactivating context-selective neurons (Sup. Fig. S15).482

Altogether, our analyses therefore show that inactivating specific selectivity-defined populations leads to483

specific effects on performance in networks predicted to rely on non-random population structure, but not in484

networks for which population structure is expected to be computationally irrelevant.485

2.7 Implications for multi-tasking486

A recent study has reported that multiple populations emerge in networks trained simultaneously on multiple487

tasks, and can be repurposed across tasks [Yang et al., 2019]. Our results more specifically suggest that a488

multi-population structure in connectivity is needed only when an identical stimulus requires different outputs489

depending on the context set by the performed task. While this is the case in many multi-tasking situations,490

concurrent tasks are alternatively often based on different sets of stimuli [Cromer et al., 2010; Fritz et al.,491

2010; Elgueda et al., 2019]. Here we show that the reduced models developed by analyzing networks trained on492

individual tasks can be used to build networks that perform multiple tasks in parallel (Fig. 6). More specifically,493

multiple tasks on an identical set of stimuli can be performed by combining and repurposing multiple populations,494

while in contrast multiple tasks on separate sets of stimuli can be performed with a single population by relying495

on dynamics in orthogonal subspaces [Duncker et al., 2020; Zenke et al., 2017]. As a result, when identical496
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Figure 5. Predictions for neural selectivity and inactivations. (a-d) Predictions for the context-dependent
decision-making task based on the minimal unit-rank, two-population network (Fig. 4a). (a) Context-dependent
stimulus response for an example neuron that is strongly modulated by one of the contextual cues before
stimulus onset. Top: response to an identical stimulus in two contexts, aligned to the time of presentation of
the contextual cue. The grey box indicates the stimulus-presentation period. The context response was defined
as the change of pre-stimulus baseline induced by the contextual cue (orange arrow). The stimulus response
was defined in each context as the deviation from the pre-stimulus baseline (red arrows). Bottom: summary of
context-dependent responses of the same neuron to stimuli with increasing strength of feature A. In each context,
we computed the regression coefficient with respect to feature strength (dashed lines), and computed the change
in stimulus selectivity ∆ctxβ

stim as the difference between regression coefficients (see Methods 4.4, Eq. (21)).
(b) Interaction between pre-stimulus context selectivity and the change in stimulus selectivity at the population
level. For each neuron, a point shows the change in stimulus selectivity across contexts (as defined in (a)) versus
its selectivity to context during pre-stimulus baseline (see Methods 4.4, Eq. (20)). Dots are colored according
to the population to which neurons were assigned by the clustering procedure (Fig. 4). The red dot corresponds
to the example neuron shown in (a). (c) Inactivations based on context selectivity lead to specific performance
deficits. Psychometric response matrices (as defined in Fig. 3e) when inactivating the 256 out of 1024 neurons
with highest positive context selectivity (left), highest negative context selectivity (middle) or randomly chosen
across the whole network (right). (d) Summary of the effect of inactivation on performance. Each dot displays
the context-dependent performance defined as the performance on non-congruent stimuli (yellow squares in the
psychometric matrices in c), for one random subset of 256 out of 1024 inactivated neurons. (e-g) Tests of the
predictions for selectivity (left panels) and inactivations (right panels) on: (e) a unit-rank network consisting of
three populations (e, see Sup. Fig. S9); (f) a network trained without a rank constraint; (g) a network trained
on the multi-sensory decision-making (MDM) task.
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stimuli are processed, some individual neurons exhibit task-specialisation, while for separate sets of stimuli all497

neurons are multi-taskers, and contribute to multiple tasks in parallel. These findings are in direct agreement498

with the activity of neurons in the prefrontal cortex during flexible categorisation, which show specialisation499

when identical stimuli are processed [Roy et al., 2010], and multi-tasking when separate stimuli sets are used500

[Cromer et al., 2010].501

To illustrate task-specialization, we first consider a network that receives stimuli composed of two sensory502

features, and depending on a rule cue performs one out of three different tasks on them : perceptual decision-503

making on the first stimulus feature, perceptual decision-making on the second stimulus feature, or integration504

of the two features as in the multi-sensory decision making task (Fig. 6a). This multi-tasking setup is in fact a505

direct extension of context-dependent decision-making, and we implemented it using a simplified network based506

on the CDM task, consisting of unit-rank connectivity with three separate populations (Sup. Fig. S9). In that507

network, each population has a well defined computational role. One of the populations plays the role of an508

integrator, and endows the latent dynamics with a long time-scale through strong positive feedback, allowing509

the network to integrate evidence. That population is repurposed across all tasks (Fig. 6c brown traces), and510

inactivating it leads to performance degradation on all three tasks (Fig. 6b). The other two populations relay511

separately the two sensory features into the latent dynamics, as in the CDM task (Fig. 4b,c,d). Each of them512

participates in only two of the three tasks, as corroborated by changes in task performance after selective513

inactivations (Fig. 6b). Neurons belonging to these two populations are therefore specialised for specific tasks,514

as seen in their task-specific responses to stimuli (Fig. 6c green and purple neurons).515

We next illustrate multi-tasking in a network that performs two tasks on distinct sets of stimuli, the percep-516

tual decision-making (DM) and the parametric working-memory (WM) tasks (Fig. 6d). Such a network can be517

obtained by directly superposing the connectivity matrices JDM and JWM of two minimal networks of rank one518

and two that perform the individual tasks with random population structure (Fig. 2). The resulting connectivity519

J = JDM +JWM is of rank three, and has a random population structure. The corresponding latent dynamics520

are based on a recurrent sub-space of dimension three, and the two tasks rely on two orthogonal subspaces with521

one dimension implementing the DM task, and the other two implementing the WM task (Fig. 6e). Because of522

the random population structure, each neuron is a random combination of collective variables corresponding to523

different tasks, so that all neurons display multi-tasking activity (Fig. 6e).524
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Figure 6. Implications of multi-population structure for multi-tasking. (a) A network performing three different
tasks on the same set of stimuli consisting of two features uA and uB : decision-making based on uA (DM1),
decision-making based on uB (DM2), decision-making based on integrating uA and uB (MDM). The model
is obtained from the unit-rank network performing the CDM task based on three populations indicated in
color. (b) Effects on the performance of individual tasks when specific populations are inactivated. In each
case one third of the neurons in the network is inactivated, corresponding to one of the three populations. (c)
Illustration of task specialization of different populations. The orange population plays the role of an integrator,
and participates to all tasks. Green and purple populations respectively relay uA and uB . Different columns
correspond to different tasks. Top three rows display stimulus and rule inputs. Bottom three rows display
single unit activities of three selected neurons (one in each population) in two trials of each task. (d) A network
performing two different tasks on distinct sets of stimuli, the decision-making (DM) task on uDM , and the
working-memory task on uWM . This network is obtained by superposing the low-rank recurrent connectivity
matrices corresponding to the two tasks (illustrated at the bottom). (e) The two tasks rely on neural activity
in orthogonal subspaces of the state space. Each subspace is determined by the input connectivity vectors of
the corresponding task. (f) Illustration of multi-tasking of two example neurons.
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3 Discussion525

The goal of this study was to determine whether and when a non-random population structure is necessary for526

networks to perform a specific computation based on recurrent dynamics. To address this question, we first527

trained recurrent neural networks on a range of standard systems neuroscience tasks, and examined the emerging528

population structure in the selectivity and connectivity, and its relationship with the computations. We then529

identified underlying mechanisms by extracting the latent low-dimensional dynamics. Although a number of530

tasks could be implemented with random population structure in connectivity, we found that tasks based on531

flexible input-output mappings instead appeared to require an additional structure that could be accurately532

approximated in terms of a small number of sub-populations which played functionally distinct roles.533

The starting motivation of this work was the apparent discrepancy between the experimental results of534

Raposo et al. [2014] and Hirokawa et al. [2019]. Analyzing neural activity in the rat posterior parietal cortex535

during a multi-sensory decision-making task, Raposo et al. [2014] found no evidence for non-random population536

structure in selectivity. Applying identical analyses to the prefrontal cortex, Hirokawa et al. [2019] instead537

identified population structure in activity during a more complex task that combined perceptual and value-538

guided decisions. Our results suggest that the difference between tasks provides a possible explanation for these539

diverging conclusions. Examining networks trained on an abstracted version of the multi-sensory integration540

task of Raposo et al. [2014], we found that a non-random population structure was not needed. Implementing541

a full version of the task used in Hirokawa et al. [2019] would have required reinforcement learning that falls542

beyond the scope of the supervised methods for training networks used here. The core component of that543

task was however a flexible weighing of two sensory features depending on the context set by reward history.544

That requirement of context-dependent weighing of input streams is in fact identical to the context-dependent545

decision-making task, in which all-or-none weights were assigned to the two stimulus features depending on546

the contextual cues. The gain-modulation mechanism underlying networks that performed the CDM task can547

more generally assign graded weights to each feature as required for the task of Hirokawa et al. [2019]. This548

mechanism requires multiple populations, so that our analyses predict that a non-random population structure549

is needed for the task used in Hirokawa et al. [2019].550

Fundamental theoretical results guarantee that unconstrained recurrent neural networks are able to approx-551

imate any input-output function if the number of neurons is large enough [Doya, 1993]. Here we have instead552

sought to determine how far this property extends to networks with a random population structure in con-553

nectivity, as defined based on the null hypothesis of the analyses of Raposo et al. [2014] and Hirokawa et al.554

[2019]. A key point is that such a random population structure in fact sets constraints on the parameter space555

that the connectivity can explore, by precluding distributions of connectivity parameters more complex than a556

single Gaussian population. In a previous study, we demonstrated that low-rank recurrent networks with such557

a random population structure can generate only a limited range of autonomous dynamics independently of558

their rank, while having multiple sub-populations instead allows networks to approximate any low-dimensional559

dynamical system [Beiran et al., 2021]. Here we showed that these theoretical findings directly allow us to560

interpret the computational role of population structure in networks trained on neuroscience tasks.561

We found that in trained networks relying on a non-random population structure, connectivity could be562

accurately described by a small number of sub-populations. Mechanistically, the role of such a sub-population563

structure can be understood from two perspectives. From the neural state-space perspective, the collective564

dynamics explore a low-dimensional recurrent subspace, and the sub-population structure shapes the non-linear565

dynamical landscape of the activity in this subspace [Sussillo and Barak, 2013]. Specifically, different inputs566

differentially activate different populations, and shift the recurrent sub-space into different regions of the state-567

space with different non-linear dynamical landscapes. A complementary picture emerges from the perspective568

of the effective circuits which describe the low-dimensional latent dynamics in terms of interactions between569

collective variables through effective couplings (Fig. 4c,g). In that picture, the sub-population structure allows570

inputs to control the effective couplings by modulating the average gain of different sub-populations. The571

computations then rely on two functionally distinct types of inputs: drivers that directly entrain the collective572

variables, and modulators that shape the gains of the different sub-populations, and thereby the interactions573

between collective variables. Interestingly, gain modulation has long been posited as a mechanism underlying574

selective attention [Rabinowitz et al., 2015], a type of processing closely related to flexible input-output tasks575

considered here. While patterns of gain modulation [Salinas and Thier, 2000; Ferguson and Cardin, 2020], and576

the distinction between drivers and modulators [Sherman and Guillery, 1998] are fundamentally physiological577
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concepts, here we found that an analogous mechanism emerges in abstract trained networks at the collective578

level of latent dynamics. Note that in our framework, drivers and modulators are indistinguishable at the579

single cell level, where they both correspond to additive inputs (in contrast to eg neuro-modulation that may580

multiplicatively control the gain of individual neurons, see [Stroud et al., 2018]). The functional distinction581

between drivers and modulators instead stems from the relation between the collective pattern of inputs, and582

the recurrent connectivity in the network. Our analyses therefore establish a bridge between two levels of583

description, in terms of circuits, and in terms of collective dynamics [Barack and Krakauer, 2021].584

To focus on the functional role of population structure, before training we initialized our networks with fully585

unstructured connectivity, and in particular did not include any explicit anatomical constraints such as Dale’s586

law. Our analyses nevertheless show that the non-random population structure that emerges through training587

can be accurately described in terms of abstract sub-populations, defined as clusters in the connectivity space.588

What could be the physiological counter-parts of the different functional sub-populations that we identified?589

There are at least two distinct possibilities. In the network trained on the context-dependent decision-making590

task, we found that the two sub-populations differed only in the relationship of their connectivity with respect591

to feed-forward and contextual inputs. Such sub-populations therefore bear an analogy with input- and output-592

defined cortical populations such as for instance defined by inputs from the thalamus [Harris and Mrsic-Flogel,593

2013; Schmitt et al., 2017] or outputs to the striatum [Znamenskiy and Zador, 2013]. In the network trained on594

the delayed-match-to sample task, the two sub-populations instead differed at the level of recurrent connectivity:595

one population implemented positive, and the other negative feedback, the two being in general balanced596

(Sup. Fig. S10). This situation is reminiscent of excitatory and inhibitory sub-populations, which effectively597

implement positive and negative feedback in biological networks. Note that we do not mean to suggest that598

such population structure emerges biologically over the course of learning a task. Here we used artificial599

network training protocols to identify computational constraints, and we did not assume that they correspond to600

biological task-learning mediated by synaptic plasticity. The population wiring structure that emerges through601

network training could for instance be interpreted as the result of evolutionary selection leading to anatomic602

structure encoded at the genetic or developmental level [Zador, 2019].603

Previous studies have reported that when training networks on a given task, some aspects of the solutions are604

invariant [Maheswaranathan et al., 2019] while others depend on the details of the implementation [Yang et al.,605

2019; Duncker et al., 2020; Flesch et al., 2021]. Our analyses confirmed these observations. Our main result for606

the computational requirement of non-random population structure in connectivity (Fig.1l) held independently607

of the details of the training, and in particular in absence of constraints on the rank of the network (Sup. Fig. S3).608

For tasks requiring a non-random population structure, the number of sub-populations needed to approximate609

connectivity however varied across networks (Sup. Fig. S9). For those tasks, our results show that a single610

global population is insufficient and that fundamental computational mechanisms are conserved across a range611

of different networks (Fig. 5). Our analyses however do not predict the specific dimensionality or number612

of populations to be expected. More systematic model selection could for instance be performed by further613

constraining recurrent neural networks based on recorded neural activity [Rajan et al., 2016; Aoi et al., 2020].614

The fact that neurons are selective to mixtures of task variables rather than individual features has emerged615

as one of the defining properties of higher order areas in the mammalian cortex [Fusi et al., 2016]. Following616

up on analyses of Hirokawa et al. [2019], our results further clarify that mixed selectivity however does not617

necessarily preclude the role of any population structure, and demonstrate how such a structure influences618

collective dynamics that underlie computations.619
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4 Methods632

4.1 Recurrent Neural Networks633

We considered networks of N rate units that evolve over time according to634

τ
dxi
dt

= −xi +
N∑
j=1

Jijφ(xj) + IFFi (t) + ηi(t). (8)

Here xi represents the activation or total current received by the i-th unit, and φ(xi) = tanh(xi) is its firing rate.635

Moreover, each neuron received a feed-forward input IFFi and an independent white-noise input ηi(t) specified636

below.637

The recurrent connectivity is set by the connectivity matrix J = {Jij}i,j=1...N . For full-rank networks, the638

coefficients Jij were treated as independent parameters. For low-rank networks J was constrained to be of rank639

R, and parametrized as640

Jij =
1

N

R∑
r=1

m
(r)
i n

(r)
j (9)

i.e. J was a sum of R outer-products of vectors m(r) = {m(r)
i }i=1...N and n(r) = {n(r)i }i=1...N . Throughout641

the text, we refer to the vectors m(r) and n(r) as the connectivity vectors, with m(r) the r-th output vector,642

and n(r) the r-th input-selection vector. Without loss of generality, we will assume that all the output vectors643

(and respectively all the input-selection vectors) are mutually orthogonal. Such a representation is uniquely644

defined by the singular-value decomposition of J by taking m(r) to be the left singular vectors, and n(r) the645

right singular vectors multiplied by the corresponding singular values.646

The feedforward inputs IFFi (t) were generated by Nin temporally-varying scalar stimuli us(t), each fed into the647

unit i through a set of weights I
(s)
i :648

IFFi (t) =

Nin∑
s=1

I
(s)
i us(t). (10)

We refer to I(s) = {I(s)i }i=1...N as the s-th input vector.649

The output of the network was defined by a readout value650

z =
1

N

N∑
j=1

wjφ(xj), (11)

where w = {wi}i=1...N is the readout vector.651

The time constant of neurons was τ = 100ms. For simulation and training, equation (8) was discretized using652

Euler’s method with a time step ∆t = 20ms. The white noise ηi was simulated by drawing at each time step a653

random number from a centered Gaussian distribution of standard deviation 0.05.654

655

For any pair of N -dimensional vectors a and b, the overlap σab was defined as the empirical covariance of their656

entries:657

σab =
1

N

N∑
i=1

aibi. (12)

4.2 Network training procedure658

We used backpropagation through time [Werbos, 1990] to train networks to minimize loss functions correspond-659

ing to specific tasks. For each task (see details below), we specified the temporal structure of trials and the660
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desired mapping from combinations of stimulus inputs to target readouts ẑ, and then stochastically generated661

trials. We minimized the mean squared error loss function662

L =
∑
k,t

Mt(zk,t − ẑk,t)2 (13)

where zk,t and ẑk,t are respectively the actual, and the target readout values and the indices k, t respectively663

run over trials and time steps. The terms Mt are {0, 1} masks that were non-zero only during a decision period664

at the end of each trial, when the readouts were required to match their target values. For each task we also665

define a performance measure called accuracy, defined as the percentage of test trials for which the network666

output has the same sign as the expected output (i.e. sign(
∑
tMtẑk,t) = sign(

∑
tMtzk,t))667

For full-rank networks (Figs. 1,5) the gradients were computed with respect to individual entries Jij of the668

connectivity matrix. For results on full-rank networks in Fig. 1 (left column) and Sup. Fig. S3, matrices J were669

initialized with random independent Gaussian weights of mean 0 and variance ρ = 1/N . For the supplementary670

results on Sup. Fig. S3, we also trained networks whose weights were initialized with a variance ρ = 0.1/N ,671

since these tend to be approximated more easily by low-rank networks [Schuessler et al., 2020b].672

For low-rank networks, we specifically looked for solutions in the sub-space of connectivity matrices with rank R.673

The loss functions were therefore minimized by computing gradients with respect to the elements of connectivity674

vectors {m(r)}r=1...R, {n(r)}r=1...R. Unless specified otherwise in the description of individual tasks, we did not675

train the entries of input vectors {I(s)}s=1...Nin
and the readout vectors {w} but only an overall amplitude676

factor for each input and readout vector. All vectors were initialized with their entries drawn from Gaussian677

distributions with zero mean and unit standard deviation, except for the readout vector, for which the standard678

deviation was 4. The initial network state at the beginning of each trial was always set to 0. We used the679

ADAM optimizer [Kingma and Ba, 2014] in pytorch [Paszke et al., 2017] with the decay rates of the first and680

second moments of 0.9 and 0.999, and learning rates between 10−3 and 10−2.681

To identify networks of minimal rank that performed each task, the number of pairs of connectivity vectors R682

was treated as a hyper-parameter. We first trained full rank networks (R = N) and determined the accuracy683

with which they solved the task. We then started training rank R = 5 networks, and progressively decreased684

the rank until there was a sharp decrease in accuracy (Sup. Fig. S2). The minimal rank R∗ was defined for each685

task such that the accuracy at R∗ was at least of 95%.686

To ease the clustering and resampling procedure, and approach mean-field solutions, we trained large networks687

(of sizes 512 neurons for the networks of figures 1 and 2, 4096 neurons for the context-dependent DM and DMS688

task networks of Figures 3 and 4, and 1024 neurons in figure 5).689

4.3 Definition of individual tasks690

4.3.1 Perceptual decision making (DM) task691

Trial structure. A fixation epoch of duration Tfix = 100ms was followed by a stimulation epoch of duration692

Tstim = 800ms, a delay epoch of duration Tdelay = 100ms and a decision epoch of duration Tdecision = 20ms.693

Inputs and outputs. The feed-forward input to neuron i on trial k was694

IFFi (t) = Iiu
(k)(t) (14)

where, during the stimulation period, u(k)(t) = u(k) + ξ(k)(t), with ξ(k)(t) a zero-mean Gaussian white noise695

with standard deviation σu = 0.1. The mean stimulus u(k) was drawn uniformly from ±0.1× {1, 2, 4} on each696

trial. The elements Ii of the input vector were generated from a Gaussian distribution with zero mean and unit697

standard deviation, and fixed during training.698

During the decision epoch, the output z was evaluated through a readout vector w = {wi}i=1...N , the elements699

wi of which were generated from a Gaussian distribution with zero mean and standard deviation of 4, and fixed700

during the training. On trial k, the target output value ẑk in the loss function (Eq. (13)) was defined as the701

sign of the mean input u(k).702

4.3.2 Parametric working memory (WM) task703

Trial structure. A fixation epoch of duration Tfix = 100ms was followed by a first stimulation epoch of704

duration Tstim1 = 100ms, a delay epoch of duration Tdelay drawn from a uniform distribution between 500 and705
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2000ms, a second stimulation epoch of duration Tstim2 = 100ms and a decision epoch of duration Tdecision =706

100ms.707

Inputs and outputs. The feed-forward input to neuron i on trial k was708

IFFi (t) = Ii

(
u
(k)
1 (t) + u

(k)
2 (t)

)
(15)

where u
(k)
1 (t) and u

(k)
2 (t) were non-zero during the first and second stimulation epochs respectively. On trial709

k and during the corresponding stimulation epoch, the values of these inputs were u
(k)
1,2 = 1

fmax−fmin
(f

(k)
1,2 −710

fmax+fmin

2 ), with f
(k)
1 and f

(k)
2 drawn uniformly from {10, 11, . . . , 34}, and fmin = 10 and fmax = 34. The711

elements Ii of the input vector were generated from a Gaussian distribution with zero mean and unit standard712

deviation, and fixed during the training.713

During the decision epoch, the output z was evaluated through a readout vector w = {wi}i=1...N , the elements714

wi of which were generated from a Gaussian distribution with zero mean and standard deviation of 4, and715

fixed during the training. On trial k, the target output value ẑ(k) in the loss function (Eq. (13)) was defined as716

ẑ(k) =
f
(k)
1 −f

(k)
2

fmax−fmin
.717

718

4.3.3 Context-dependent decision making (CDM) task719

Trial structure. A fixation epoch of duration Tfix = 100ms was followed by a first context-only epoch of720

duration Tctxt1 = 0ms for figure 1 and 350s for figure 3 and 4 plots, followed by a stimulation epoch of duration721

Tstim = 800ms, a second context-only epoch of Tctxt2 = 500ms, and a decision epoch of Tdecision = 20ms.722

Stimuli and outputs. The feed-forward input to neuron i on trial k was723

IFFi (t) = u
(k)
A (t)IAi + u

(k)
B (t)IBi + u

(k)
ctxA(t)IctxAi + u

(k)
ctxB(t)IctxBi . (16)

Here u
(k)
ctxA and u

(k)
ctxB correspond to contextual cues. On each trial, during the context-only and the stimulation724

epochs, one of the two cues took a value +0.1 (or +0.5 for figures 3 and 4), while the other was 0. The725

inputs u
(k)
A (t) and u

(k)
B (t) represent two sensory features of the stimulus. They were non-zero only during the726

stimulation epoch, and took the same form as in the perceptual decision-making task, with means u
(k)
A and727

u
(k)
B , and fluctuating parts ξ

(k)
A (t) and ξ

(k)
B (t) drawn independently for each feature, on each trial. The elements728

of the input vectors were generated from a Gaussian distribution with zero mean and unit standard deviation729

on both populations. For the networks presented in the main text, input vectors were trained, while for the730

networks reported in supplementary section S2.3 all the input vectors were fixed throughout training.731

During the decision epoch, on trial k the target ẑ(k) in the loss function (Eq. (13)) was defined as the sign of732

the mean u
(k)
X of feature X = A or B for which the contextual cue was activated, i. e. u

(k)
ctx = 1. The readout733

vector was fixed throughout training.734

735

4.3.4 Multi-sensory decision making (MDM) task736

Trial structure. A fixation epoch of duration Tfix = 100ms was followed by a context-only period of duration737

Tctx = 350ms, a stimulation epoch of duration Tstim = 800ms, a delay epoch of duration Tdelay = 300ms and a738

decision epoch of duration Tdecision = 20ms.739

740

Inputs and outputs. The feed-forward input to neuron i on trial k had the same structure as for the context-741

dependent decision-making task, and was given by:742

IFFi (t) = u
(k)
A (t)IAi + u

(k)
B (t)IBi + u

(k)
ctxA(t)IctxAi + u

(k)
ctxB(t)IctxBi . (17)

where the two stimulus inputs u
(k)
A (t) and u

(k)
B (t) represent two sensory modalities, and u

(k)
ctxA and u

(k)
ctxB are743

contextual inputs. In this task, the contextual inputs were irrelevant for the output, and we included them as744
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a control. The inputs u
(k)
A (t) and u

(k)
B (t) were generated as for the CDM task, with the difference that on each745

trial the two inputs provided congruent evidence for the output, i.e. their means were of the same sign.746

Specifically in each trial a sign sk ∈ {−1, 1} is generated randomly, as well as a modality that can be A, B,747

or AB. Then if the modality is A or AB, a mean u
(k)
A is chosen from 0.1 × sk × {1, 2, 4} and the signal u

(k)
A (t)748

during the stimulation period is set to that mean plus a gaussian white noise as in the perceptual decision749

making task. A contextual input signal u
(k)
ctxA(t) is set to 0.1 from the beginning of the contextual period to the750

end of the trial. If the modality is B, then the signal u
(k)
A (t) is only equal to the zero-centered gaussian white751

noise. The signals u
(k)
B (t) and u

(k)
ctxB(t) are set in a similar manner. During the decision epoch, the target ẑ(k)752

is the underlying common sign sk.753

754

The networks received input signals through input vectors IA, IB , IctxA and IctxB which were trained, and755

output was read through a readout vector w which was fixed throughout training.756

4.3.5 Delayed-match-to-sample task757

Trial structure. A fixation epoch of duration Tfix = 100ms was followed by a first stimulus epoch of duration758

Tstim1 = 500ms, a delay epoch of a duration drawn uniformly between 500ms and 3000ms, a second stimulus759

epoch of duration Tstim2 = 500ms, and a decision epoch of duration Tdecision = 1000ms.760

761

Stimuli and outputs. During each stimulus epoch, the network received one of two stimuli A or B, which762

were randomly and independently chosen on each trial and stimulus epoch. These two stimuli were represented763

by two input vectors IA and IB , so that the feed-forward input to neuron i on trial k was:764

IFFi (t) = u
(k)
A (t)IAi + u

(k)
B (t)IBi (18)

where the inputs u
(k)
A (t) and u

(k)
B (t) were non-zero only when stimuli A or B are respectively received, in which765

case they were equal to one.766

During the decision epoch, the target output value ẑ in the loss function (Eq. (13)) was equal to +1 if the same767

stimulus was received in both stimulation epochs and -1 otherwise.768

4.4 Regression analyses and selectivity space769

We used multivariate linear regression to predict time-averaged neural firing rates ri = φ(xi) from task variables,770

using a linear model :771

ri = Xβi + εi. (19)

Here ri = {ri,1, . . . , ri,K} is a vector containing the time-averaged firing rates of neuron i in trials 1 to K, X is772

the design matrix where rows correspond to different trials and columns correspond to D task variables such as773

stimulus, context and decision in each condition (defined below for each task), βi is a D-by-1 vector of regression774

coefficients, and εi is a K-by-1 vector of residuals.775

The regression coefficients defined the selectivity space (Fig. 1a-d) of dimension D where each axis corresponded776

to the regression coefficient with respect to one task variable, and each neuron was represented as point βi.777

The choice of task variables and window of time-averaging of firing rates depended on the task:778

• For the DM task, two regressions were performed on different time windows, leading to D = 2 two779

coefficients per neuron: a regression of average firing rate during the first 100ms of stimulation period780

against mean stimulus which defined the coefficient βstimi and a regression of average firing rate during781

the decision period against network choice which defined the coefficient βchoicei . This was done to avoid782

ill-conditioning due to correlations between choice and stimulus.783

• For the WM task, the mean firing rate during the decision period was regressed against both f1 and f2,784

leading to D = 2 two coefficients per neuron.785

• For the MDM task and the CDM task, the average firing rate during the stimulation period was regressed786

against both mean stimulus features u
(k)
A and u

(k)
B and both contextual input signals u

(k)
ctxA and u

(k)
ctxB ,787

leading to D = 4 coefficients per neuron, βAi , βBi , βctxAi and βctxBi . In Fig. 5, the selectivity to context788
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was characterized by a single regression coefficient βctxi obtained by regressing the absolute value of the789

firing rate |ri|, averaged over the pre-stimulus period where only the contextual cues are non-zeros, against790

a regressor X that takes the value +1 in context A and −1 in context B. The context selectivity is extracted791

through the linear model for K trials792

|ri| = Xβctxi + ε (20)

In order to characterize the changes in selectivity with context, we substracted the pre-stimulus firing rate793

to the firing rate averaged over the first 100ms of stimulus presentation, and regressed this quantity against794

u
(k)
A and u

(k)
B separately in each context to obtain the regression coefficients βActxA,i, β

B
ctxA,i, β

A
ctxB,i, β

B
ctxB,i.795

The change in selectivity is then given by796

∆ctxβ
A/B
i = |βA/BctxA,i| − |β

A/B
ctxB,i| (21)

In Fig. 5 the analysis is presented for feature A, similar results are obtained for feature B (not shown).797

• For the DMS task, the average firing rate during the decision period was regressed against both first and798

second stimulus identity (with Xk,s = 1 if stimulus s is A in trial k, 0 otherwise, s ∈ {0, 1}), leading to799

D = 2 regression coefficients per neuron.800

4.5 Connectivity space801

For a low-rank network, the connectivity is specified by 2R+Nin+1 parameters for each neuron, corresponding802

to its entries {{n(r)i }r=1...R, {m(r)
i }r=1...R, {I(s)i }s=1...Nin

, wi} on the input, connectivity and output vectors. The803

connectivity of each neuron can therefore be represented as a point in a space of dimension 2R+Nin+1 that we804

term connectivity space. For each network, the distribution of points in this space is analysed for randomness in805

Figure 1, and used in the resampling procedures of figures 1, 2 and 3. Our mean-field theory shows that in the806

limit of large networks, the distribution of points in this space determines the low-dimensional latent dynamics807

of the network (see Section 4.8.2).808

4.6 ePairs analysis809

To statistically assess the presence of non-random population structure in the selectivity and connectivity spaces810

of trained networks, we implemented a version of the ePAIRS statistical test [Hirokawa et al., 2019], which is itself811

derived from the PAIRS test developed in Raposo et al. [2014]. We consider a point cloud X = (Xij)1≤i≤N,1≤j≤d,812

where the rows xi corresponds to different points (here neurons) and columns correspond to different axes of the813

considered space (regression coefficients to different variables in the selectivity space, entries of different input,814

connectivity and readout vectors in the connectivity space), which is centered by removing the mean ( so that815

for each j,
∑
iXij = 0). The ePAIRS test examines the directional distribution of points, i.e. the empirical816

distribution of xi/‖xi‖, and determines whether it is statistically distinguishable from the null distribution817

generated by a multi-variate Gaussian with a covariance matrix identical to the covariance of X. A significant818

outcome indicates of the ePairs test that the empirical distribution presents multiple ”preferred” directions819

incompatible with a Gaussian.820

More specifically, the analysis proceeds as follows:821

1. For each point xi, we determine its l nearest neighbors in terms of the cosine metric (ie. the l points for822

which cos(x̂ixj) = xTi xj/(‖xi‖‖xj‖) are the highest, l being a hyperparameter set to 3 in our case).823

2. For each neuron, we compute the mean angle αi with its l nearest neighbors, defining an empirical824

distribution p̂data(α).825

3. To generate the corresponding null distribution, a multivariate Gaussian distribution N (0,Σ) is fit to826

the cloud of points X, with Σ the empirical covariance of X, computed as Σ = 1
NXTX. Then the steps827

1-2 are applied on 500 samples of the multivariate Gaussian with the same number N of data points to828

compute a Monte-Carlo null distribution p̂null(α).829
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4. Finally, the difference between the data and the null distributions is assessed using a Wilcoxon’s rank-sum830

test, giving a p-value, and the effect size c is computed as831

c =
µnull − µdata

σnull
, (22)

where µ and σ represent the means and standard deviations of p̂null(α) and p̂data(α). An effect size832

c > 0 indicates that angles between neighbors are smaller in the data than in the resampled point clouds,833

meaning that points are more highly clustered than expected. On the contrary, c < 0 indicates that points834

are more regularly dispersed than expected from random.835

4.7 Resampling and clustering trained networks836

For a given trained network, we first fitted a single multivariate Gaussian to its connectivity distribution by837

computing the empirical covariance matrix (matrix of size (Nin + 2R + 1)2). We then generated networks838

by resampling connectivity parameters from this distribution, and examined their performance (Fig. 1i and839

Sup. Fig. S3). In all trained networks we examined, the empirical means were close to zero, and we neglected840

them.841

For the CDM and DMS tasks, we performed a clustering analysis in the connectivity space by fitting mul-842

tivariate mixtures of Gaussians with an increasing number of clusters, and by resampling from the obtained843

distributions until we found networks that were able to optimally perform the task, as defined by an accuracy844

higher than 95% for at least 95% of the sampled networks. We used variational inference with a gaussian prior845

for the mean with a precision equal to 105 to enforce a zero-mean constraint for all components of the mixtures,846

and a Dirichlet process prior for the weights with concentration 1 divided by number of components, using the847

model BayesianGaussianMixture of the package scikit-learn [Pedregosa et al., 2011].848

849

Since the inference and resampling processes are susceptible to finite-size fluctuations, for the DMS task in850

Fig. 3 we complemented the clustering with some retraining of the covariance matrices found for each compo-851

nent. For this we developed a class of Gaussian mixture, low-rank RNNs, in which the covariance structure of852

each population is trainable. Directly training the covariance matrices is difficult given that they need to be853

symmetric definite positive; we therefore used a trick akin to the reparametrization trick used in variational854

auto-encoders [Kingma and Welling, 2013]: the set of input, connectivity and readout vectors were defined as a855

linear transformation of a basis of i.i.d. normal vectors, such that for any connectivity vector a:856

ai = (b(p)a )TXi, (23)

where p is the population index of neuron i (sampled from a categorical distribution with weights {αp}p=1...P857

derived by the variational inference), Xi
i.i.d.∼ N (0,1) are random normal vectors of dimension Nin + 2R + 1,858

and the vectors b
(p)
a correspond to the rows of the Cholesky factorization of the covariance matrix (such that859

σ
(p)
ab = (b

(p)
a )T b

(p)
b see SI section S1 for more details). We then trained the vectors b

(p)
v , with the population860

indices being sampled only once, and the Xi being resampled at each training epoch.861

862

4.8 Analysis of latent dynamics in low-rank networks863

Here we provide an overview of the reduction of low-rank networks to low-dimensional latent dynamics. A864

more complete derivation can be found in [Beiran et al., 2021]. For simplicity, we consider the noise free case865

(ηi(t) = 0 in Eq. (8)), and we assume the initial condition xi = 0 at t = 0 for all i = 1 . . . N .866

4.8.1 Low-dimensional dynamics867

The dynamics defined by Eq. (8) can be represented as a trajectory in the N -dimensional state space in which868

each axis corresponds to the activation xi of unit i. When the connectivity is constrained to be of low rank, the869
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dynamics are restricted to a low-dimensional subspace of this state-space [Mastrogiuseppe and Ostojic, 2018].870

Indeed, inserting Eqs. (9) and (10) into Eq. (8), leads to871

τ
dxi
dt

= −xi +
1

N

R∑
r=1

m
(r)
i

N∑
j=1

n
(r)
j φ(xj) +

Nin∑
s=1

I
(s)
i us(t). (24)

At any time t, the right-hand-side is confined to the linear subspace spanned by the vectors {m(r)}r=1...R and872

{I(s)}s=1...Nin . Since we assumed xi = 0 at t = 0, the dynamics of x(t) = {xi(y)}i=1...N remain in that873

subspace for all t. The activation vector x can therefore be expressed in terms of R internal collective variables874

κr, and Nin external collective variables vs:875

x(t) =
R∑
r=1

κr(t)m
(r) +

Nin∑
s=1

vs(t)I
(s)
⊥ . (25)

The first term on the right-hand side in Eq. (25) represents the component of the activity on the recurrent space876

[Wang et al., 2018; Remington et al., 2018] defined as the sub-space spanned by the output connectivity vectors877

{m(r)}r=1...R. The corresponding internal collective variables κr are defined as projections of the activation878

vector x on the m(r):879

κr(t) =
1

‖m(r)‖2
N∑
j=1

m
(r)
j xj(t). (26)

The second term on the right-hand side in Eq. (25) represents the component of the activity on the input space880

defined as the sub-space spanned by {I(s)⊥ }s=1...Nin
, the set of input vectors orthogonalized with respect to881

the recurrent sub-space. The corresponding external collective variables vs are defined as projections of the882

activation vector x on the I
(s)
⊥ :883

vs(t) =
1

‖I(s)⊥ ‖2
N∑
j=1

I
(s)
⊥,jxj(t). (27)

The dimensionality of the dynamics in state space is thus given by the sum of the dimension R of the recurrent884

sub-space, i.e. the rank of the connectivity, and the dimensionality Nin of the input space.885

The dynamics of the internal variables κr are obtained by projecting Eq. (8) onto the output connectivity886

vectors m(r):887

τ
dκr
dt

= −κr(t) + κrecr (t) +
1

‖m(r)‖2
N∑
j=1

m
(r)
j

Nin∑
s=1

Isj us(t) (28)

where κrecr represents the recurrent input to the r-th collective variable, defined as the projection of the firing888

rate vector φ(x) onto the input-selection vector n(r):889

κrecr (t) =
1

N

N∑
j=1

n
(r)
j φ(xj(t)). (29)

Inserting Eq. (25) into κrecr leads to a closed set of equations for the κr:890

κrecr (t) =
1

N

N∑
j=1

n
(r)
j φ

(
R∑

r′=1

κ′r(t)m
(r′)
j +

Nin∑
s=1

Is⊥,jvs(t)

)
. (30)

The dynamics of the external variables vs is obtained by projecting Eq. (8) onto the orthogonalized input vectors891

I
(s)
⊥ . They are given by external inputs us(t) filtered by the single neurons time constant τ892

τ
dvs
dt

= −vs + us. (31)
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Throughout the main text, we assume for simplicity that the stimuli us vary on a timescale slower than τ , and893

replace vs with us. We also assume throughout the main text that input vectors are orthogonal to the output894

connectivity vectors, ie. I(s) = I
(s)
⊥ for all s. Hence the third term on the r.h.s. of equation (28) equals zero.895

Using Eq. (25), the readout value z can be expressed in terms of the collective variables as896

z(t) =
1

N

N∑
j=1

wjφ

(
R∑

r′=1

κ′r(t)m
(r′)
j +

Nin∑
s=1

Is⊥,jvs(t)

)
. (32)

4.8.2 Connectivity space and mean-field limit897

The dynamics of the collective variables are fundamentally determined by the components of connectivity and898

input vectors through Eq. (30). Neuron i is therefore characterized by the 2R+Nin + 1 parameters899

{{n(r)i }r=1...R, {m(r)
i }r=1...R, {I(s)i }s=1...Nin

, wi}. (33)

Each neuron can thus be represented as a point in the connectivity space of dimension 2R + Nin + 1, and900

the connectivity of the full network can therefore be described as a set of N points in this space. Note that901

the right-hand-side of Eq. (30) consists of a sum of N terms, where the term j contains only the connectivity902

parameters of neuron j. The connectivity parameters of different neurons therefore do not interact in κrecr , so903

that the r.h.s of Eq. (30) can be interpreted as an average over the set of points corresponding to all neurons in904

the connectivity space.905

Our main assumption will be that in the limit of large networks (N → ∞), the set of points in the con-906

nectivity space is described by a probability distribution P (n(1), . . . , n(R),m(1), . . . ,m(R), I(1), . . . , I(Nin), w) :=907

P (n,m, I, w). In this mean-field limit, the r.h.s. of Eq. (30) becomes:908

κrecr (t) =

∫
dm dn dI dw P (n,m, I, w) n(r)φ

(
R∑

r′=1

κr′(t)m
(r′) +

Nin∑
s′=1

I
(s′)
⊥ vs′(t)

)
, (34)

where we have used the shorthand dmdn dI =
∏R
r′=1

∏Nin

s′=1

(
dm(r′) dn(r′) dI(s

′)
)

. The collective dynamics are909

therefore fully specified by the single-neuron distribution of connectivity parameters. Once this distribution is910

specified, any network generated by sampling from it will have identical collective dynamics in the limit of a911

large number of neurons.912

The joint distribution of connectivity parameters P (n,m, I, w) also determines the values of the readout:913

z(t) =

∫
dm dn dI dw P (n,m, I, w) wφ

(
R∑

r′=1

κr′(t)m
(r′) +

Nin∑
s′=1

I
(s′)
⊥ vs′(t)

)
. (35)

4.8.3 Statistics of connectivity and sub-populations914

To approximate any arbitrary joint distributions of connectivity parameters P (n,m, I, w), we used multivariate915

Gaussian mixture models (GMMs). This choice was based on the following considerations: (i) GMMs are916

able to approximate an arbitrary multi-variate distribution [Kostantinos, 2000]; (ii) model parameters can be917

easily inferred from data using GMM clustering; (iii) GMMs afford a natural interpretation in terms of sub-918

populations (iv) GMMs allow for a mathematically tractable and transparent analysis of the dynamics as shown919

below [Beiran et al., 2021].920

In a multivariate Gaussian mixture model, every neuron belongs to one of P sub-populations. For a neuron921

in sub-population p, the set of parameters {{n(r)i }r=1...R, {m(r)
i }r=1...R, {I(s)i }s=1...Nin

, wi} is generated from a922

multivariate Gaussian distribution with mean µp and covariance Σp, where µp is a vector of size 2R+Nin + 1,923

and Σp is a covariance matrix of size (2R+Nin + 1)
2
. The full distribution of connectivity parameters is924

therefore given by925
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P (n,m, I, w) =
P∑
p=1

αpN (µp,Σp) (36)

:=
P∑
p=1

αpPp(n,m, I, w) (37)

where the coefficients αp define the fraction of neurons belonging to each sub-population.926

Each sub-population directly corresponds to a Gaussian cluster of points in the connectivity space. The vector927

µp determines the center of the p-th cluster, while the covariance matrix Σp determines its shape and orientation.928

For a neuron i belonging to population p, we will write as σ
(p)
ab the covariance between two connectivity param-929

eters a and b, with a, b ∈ {{n(r)}r=1...R, {m(r)}r=1...R, {I(s)}s=1...Nin , w}. Note that because the output vectors930

m(r) (resp. input-selection vectors n(r)) are mutually orthogonal, the covariances between the parameters931

{m(r)
i }r=1...R (respectively {n(r)i }r=1...R) vanish.932

Since every neuron belongs to a single population, the r.h.s of Eq. (30) can be split into P terms, each corre-933

sponding to an average over one population. As within each population the distribution is a joint Gaussian,934

Eq. (34) becomes a sum of P Gaussian integrals935

κrecr (t) =

P∑
p=1

αp

∫
dm dn dI dw Pp(n,m, I, w) n(r) φ

(
R∑

r′=1

κr′(t)m
(r′) +

Nin∑
s′=1

I
(s′)
⊥ vs′(t)

)
. (38)

4.8.4 Effective circuit description of latent dynamics936

In the following, we focus on zero-mean multivariate Gaussian mixture distributions for the connectivity pa-937

rameters, and input vectors orthogonal to {m(r)}r=1...R, as distributions with these assumptions were sufficient938

to describe trained networks. The more general case of Gaussian mixtures with non-zero means is treated in939

[Beiran et al., 2021]. Using Stein’s lemma for Gaussian distributions, the dynamics of the internal collective940

variables can be expressed as a dynamical system (see SI section S1)941

dκr
dt

= −κr +
R∑

r′=1

σ̃n(r)m(r′)κr′ +

Nin∑
s=1

σ̃n(r)I(s)vs. (39)

In the main text, vs were replaced by us which amounts to assume that inputs vary slowly with respect to the942

single neuron time constant τ .943

In Eq. (39), σ̃n(r)m(r) represents the effective self-feedback of the collective variable κr, σ̃n(r)m(r′) sets the944

interaction between the collective variables κr and κr′ , and σ̃n(r)I(s) is the effective coupling between the input945

us and κr. These effective interactions between the internal variables are given by weighted averages over946

populations947

σ̃ab =
P∑
p=1

αpσ
(p)
ab 〈Φ′〉p (40)

where σ
(p)
ab is the covariance between connectivity parameters a and b for population p, and 〈Φ′〉p is the average948

gain of population p, defined as949

〈Φ′〉p = 〈Φ′〉(∆(p)) (41)

with950

〈Φ′〉(∆) =
1√
2π

∫ +∞

−∞
dz e−z

2/2φ′(∆z) (42)
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and951

∆(p) =

√√√√ R∑
r′=1

(σ
(p)

m(r′))
2κ2r′ +

Nin∑
s=1

(σ
(p)

I(s)
)2v2s (43)

the standard deviation of activation variables in population p, where σ
(p)
a is the variance of a vector a on952

population p.953

In Eq. (39), the covariances σ
(p)
ab are set by the statistics of the connectivity and input vectors, but the gain954

factors 〈Φ′〉p in general depend both on internal and external collective variables κk and vj . As a consequence,955

the dynamics in Eq. (39) is non-linear, and in fact it can be shown that given a sufficient number of sub-956

populations, the right-hand side in Eq. (39) can approximate any arbitrary dynamical system [Beiran et al.,957

2021].958

In the special case of linear networks (i.e. Φ(x) = x), the gain is constant so that the effective couplings σ̃ab959

in Eq. 40 are equal to the overlaps σab of vectors a and b over the full population, as defined in Eq. 12. The960

population structure therefore only plays a role for non-linear networks.961

The value of the readout (Eq. (35)) can also be expressed in terms of effective interactions as962

z =
R∑

r′=1

σ̃m(r′)wκr′ +

Nin∑
s=1

σ̃I(s)w(k)vs. (44)

4.8.5 Drivers and modulators of latent dynamics963

Eq. (39) shows that feed-forward inputs to the network can have two distinct effects on the collective dynamics964

of internal variables κr. If the input vector I(s) overlaps with the r-th input-selection vector n(r), i.e. the965

corresponding covariance σ
(p)

n(r)I(s)
is non-zero for population p, the input directly drives the latent dynamics, in966

the sense that vs acts as an effective external input to the dynamics of κr in Eq. (39).967

In contrast, when all covariances between the input vector s and the input selection vectors are zero (i.e.968

σ
(p)

n(r)I(s)
= 0 for all r, p), the corresponding input does not drive the latent dynamics, but can still modulate969

them by modifying the gain through Eq. (43) if the variance σ
(p)

I(s)
of the input on some population p is non-zero.970

The inputs can therefore play roles of drivers and modulators of latent dynamics, depending on whether the971

corresponding input vectors overlap or not with the input selection vectors n(r).972

4.9 Reduced models of latent dynamics for individual tasks973

4.9.1 Perceptual decision making task974

Latent dynamics and reduced model. We found that computations in the rank one, single popula-975

tion trained networks could be reproduced by a reduced model with two non-zero covariances σnI and σnm976

(Sup. Fig. S5a). For this reduced model, the dynamics of the internal collective variable is given by977

dκ

dt
= −κ+ σ̃nmκ+ σ̃nIv(t), (45)

where σ̃nm = σnm〈Φ′〉(∆) and σ̃nI = σnI〈Φ′〉(∆) with 〈Φ′〉(∆) defined in Eq. (41), and the effective population978

variance ∆ given by:979

∆ =
√
σ2
mκ

2 + σ2
Iv

2. (46)

Here v(t) corresponds to the integrated input u(t), see Eq. (31).980

An analysis of nonlinear dynamics defined by Eq. (45) showed that adjusting these parameters was sufficient981

to implement the task, as additional parameters only modulate the overall gain (see SI section S2.1). In982

particular the value of σmn, determines the qualitative shape of the dynamical landscape on which the internal983

variable evolves and sets the time scale on which it integrates inputs (see SI S2.1 for more details).984
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4.9.2 Parametric working memory task985

Latent dynamics and reduced model. We found that computations in the rank two, single population986

trained networks could be reproduced by a reduced model with four non-zero covariances σn(1)m(1) , σn(2)m(2) ,987

σn(1)I and σn(2)I (Sup. Fig. S6a). In particular covariances σn(1)m(2) , σn(2)m(1) across the two vectors could be988

set to zero without performance impairment.989

For this reduced model, the dynamics of the two internal collective variables is given by:990

dκ1
dt

= −κ1 + σ̃n(1)m(1)κ1 + σ̃n(1)Iv(t)

dκ2
dt

= −κ2 + σ̃n(2)m(2)κ2 + σ̃n(2)Iv(t)

(47)

where σ̃ab = σab〈Φ′〉(∆), with 〈Φ′〉(∆) defined in Eq. (41), and the effective noise ∆ given by:991

∆ =
√

(σm(1))2κ21 + (σm(2))2κ22 + σ2
Iv(t)2. (48)

Here v(t) corresponds to the integrated input u(t), see Eq. (31).992

The two internal collective variables are therefore effectively uncoupled, and integrate the incoming feed-forward993

inputs at two different timescales due to different levels of positive feedback. For the first collective variable, a994

strong, fine-tuned positive feedback σm(1)n(1) ' 1 leads to an approximate line attractor along κ1 that persistently995

encodes the first stimulus throughout the delay and the sum of the two stimuli at the decision epoch. For the996

second internal variable, a weaker positive feedback σm(2)n(2) . 1 leads to a shorter timescale of a transient997

response to stimuli along κ2, such that the first stimulus is forgotten during the delay and that the second998

stimulus is represented during the decision epoch.999

4.9.3 Context-dependent decision making task1000

Latent dynamics and reduced model. We found that the computations in the unit rank, two populations1001

network relied on the following conditions for the covariances in the two populations (Sup. Fig. S7a): (i) IctxA1002

and IctxB were essentially orthogonal to the input-selection vector n, implying that σ
(p)

nIctxA ' 0 and σ
(p)

nIctxB ' 01003

for both populations p = 1, 2; (ii) on each population, each of the two input-selection vectors was correlated1004

with only one of the input-feature vectors, i.e. σ
(1)

nIA
> 0 and σ

(2)

nI(B) > 0, while σ
(1)

nIB
≈ 0 and σ

(2)

nI(A) ≈ 0; (iii)1005

each context-cue vector had a strong variance on a different sub-population, i.e. for the first population IctxA1006

and IctxB had respectively weak and strong variance (i.e. σ
(1)

IctxA ≈ 0 and σ
(1)

IctxB > 1), and conversely for the1007

second population σ
(2)

IctxA > 0 and σ
(2)

IctxB ≈ 0.1008

The computation could therefore be described by a reduced model, in which the covariances σ
(1)

nI(B) , σ
(2)

nI(A)σ
(2)

IctxtB , σ
(2)

IctxtB1009

were set to zero. The dynamics of the internal variable was then given by1010

dκ

dt
= −κ+ σ̃nmκ+ σ̃nIAvA(t) + σ̃nIBvB(t) (49)

with effective couplings1011

σ̃nIA =
1

2
σ
(1)

nIA
〈Φ′〉1 (50)

σ̃nIB =
1

2
σ
(2)

nIB
〈Φ′〉2. (51)

The averaged gains for each population were given by equations (42), with the standard deviations of currents1012

onto each population1013

∆(1) =

√
(σ

(1)
m )2κ2 + (σ

(1)

IA
)2v2A + (σ

(1)

IB
)2v2B + (σ

(1)

IctxB )2c2B

∆(2) =

√
(σ

(2)
m )2κ2 + (σ

(2)

IA
)2v2A + (σ

(2)

IB
)2v2B + (σ

(2)

IctxA)2c2A.

(52)
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Here vA(t) and vB(t) correspond to the integrated inputs uA(t) and uB(t), see Eq. (31).1014

As for the perceptual decision making task, the value of σmn, determines the qualitative shape of the dynamical1015

landscape on which the internal variable evolves and sets the time scale on which it integrates inputs. Large1016

values of the variances σ
(1)

IctxtB and σ
(2)

IctxtA allow the contextual cues to differentially vary the gain of the two1017

populations in the two contexts, leading to an effective gating of the inputs integrated by the internal collective1018

variable (see SI section S2.3 for more details).1019

4.9.4 Delayed-match-to-sample task1020

Latent dynamics and reduced model. We found that the computations in the rank two, two population1021

network relied on the following conditions for the covariances in the two populations (Sup. Fig. S8a): (i)1022

on one population, the two connectivity modes were coupled through σ
(1)

n(1)m(2) , σ
(1)

n(2)m(1) 6= 0, with a specific1023

condition on their values to induce a limit cycle (that the difference |σ(1)

n(1)m(2) − σ(1)

n(2)m(1) | is large, see SI and1024

[Mastrogiuseppe and Ostojic, 2018; Beiran et al., 2021]); (ii) on the other population, the covariances were in1025

contrast set to counter-balance the first population, and cancel the rotational dynamics σ
(2)

n(1)m(2) ' −σ(1)

n(1)m(2)1026

and σ
(2)

n(2)m(1) ' −σ(1)

n(2)m(1) ; (iii) the input-selection and output vectors for the second connectivity mode on1027

the second population had a strong overlap 1
2σ

(2)

n(2)m(2) > 1 that led to strong positive feedback; (iv) the input1028

vectors IA had a strong variance on population 2, σ
(2)

IA
� 1 while other input sub-vectors had small variances1029

σ
(1)

IA
, σ

(1)

IB
, σ

(2)

IB
' 0.1030

For this reduced model, the dynamics of the two internal collective variables is given by:1031

dκ1
dt

= −κ1 + σ̃n(1)m(1)κ1 + σ̃n(1)m(2)κ2

dκ2
dt

= −κ2 + σ̃n(2)m(1)κ1 + σ̃n(2)m(2)κ2 + σ̃n(2)IAvA + σ̃n(2)IBvB ,

(53)

with the effective couplings mediating inputs1032

σ̃n(2)IA =
1

2
σ
(2)

n(2)IA
〈Φ′〉2 (54)

σ̃n(2)IB =
1

2
σ
(2)

n(2)IB
〈Φ′〉2, (55)

and effective couplings governing the autonomous dynamics:1033

σ̃n(1)m(1) =
1

2
σ
(1)

n(1)m(1)〈Φ′〉1 (56)

σ̃n(1)m(2) =
1

2
σ
(1)

n(1)m(2)〈Φ′〉1 +
1

2
σ
(2)

n(1)m(2)〈Φ′〉2 (57)

σ̃n(2)m(1) =
1

2
σ
(1)

n(2)m(1)〈Φ′〉1 +
1

2
σ
(2)

n(2)m(1)〈Φ′〉2 (58)

σ̃n(2)m(2) =
1

2
σ
(1)

n(2)m(2)〈Φ′〉1 +
1

2
σ
(2)

n(2)m(2)〈Φ′〉2. (59)

The average gains are given by equations (42), with standard deviations of currents onto each population1034

∆(1) =

√
(σ

(1)

m(1))2κ
2
1 + σ

(1)

m(2))2κ
2
2 + (σ1

IA
)2v2A

∆(2) =

√
(σ

(2)

m(1))2κ
2
1 + σ

(2)

m(2))2κ
2
2.

(60)

Here vA(t) and vB(t) correspond to the integrated inputs uA(t) and uB(t), see Eq. (31).1035
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Conditions (i) to (iv) on the covariances allow to implement the dynamical landscape modulation of Fig. 4h (see1036

Sup. Fig. S8d). When stimulus A is present (uA = 1), the gain of population 2 is set to 〈Φ′〉2 ' 0 because of1037

σ
(2)

IA
� 1 (see Eq. (60)), and the specific values of covariances for sub-vectors in population 1 induce a limit cycle1038

(see SI section S2.4). In absence of inputs, or when input B was present, gains were approximately equal for the1039

two populations (Sup. Fig. S8c), leading to a cancellation of the cross effective couplings σ̃n(1)m(2) and σ̃n(2)m(1) ,1040

while positive feedback implemented through σ
(2)

n(2)m(2) shaped a dynamical landscape with two fixed-points.1041
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Supplementary information1188

b. c. d.a.

Figure S1. Additional ePAIRS results. (a) p-values given by the ePAIRS test on regression spaces for the
full-rank networks displayed in Fig. 1d. (b) p-values given by the ePAIRS test on connectivity spaces for the
low-rank networks displayed in Fig 1h. (c) ePAIRS effect size on the regression space for the same low-rank
networks. (d) Associated ePAIRS p-values.
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Figure S2. Determination of the minimal rank for each task. For each task and each rank R between
1 and 5, ten rank-R networks were trained with different random initial connectivity. For each task, a panel
displays the performance of trained networks as function of their rank.
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Figure S3. Analysis of trained full-rank networks. (a)-(b) Analysis of full-rank networks trained with
initial connectivity weights of variance 1/N (100 networks for each task). (a) Performance of truncated-rank
networks. Following [Schuessler et al., 2020b], we extract from full-rank networks the learned part of the
connectivity ∆J = J −J0 defined as the difference between the final connectivity J and the initial connectivity
J0. We then truncate ∆J to a given rank via a singular value decomposition, and add it back to J0. For each
task, a panel displays the performance of the obtained networks as function of the rank used for the truncation.
(b) Resampling analysis of truncated networks. Starting from the truncated networks in (a) we fit multivariate
Gaussians to the distribution of their ∆J in the corresponding connectivity spaces. We then generate new
networks by resampling from this distribution, as done on the trained low-rank networks for Fig. 1i-l. For each
task, a panel displays the performance of the obtained resampled network as function of the rank used for the
truncation. (c)-(d) Same analyses as (a)-(b) for sets of networks trained with initial connectivity weights of
variance 0.1/N (100 networks for each task, for DMS 49/100 networks that had an accuracy < 95% after training
and were ignored). Networks with weaker initial connectivity are better approximated by their resampled low-
rank connectivity. This is due to the fact that larger initial connectivities induce correlations between ∆J
and J0 [Schuessler et al., 2020b]. The resampling destroys both this correlation and the population structure,
leading to performance impairements even when the population structure is potentially irrelevant.
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Figure S4. Limitations of ePAIRS analyses. This figure illustrates two situations in which the ePAIRS test
leads to false positives, and identified non-random population structure that is not computationally relevant.
(a)-(f) The activity in a single network trained on the MDM and used in Figure 1 was compared in two
conditions: (a-c) in response to inputs of the scale used for training; (d-f) in response to inputs scaled by a
factor 10. The corresponding regressor spaces were then tested for non-random population structure via the
ePAIRS test. No evidence for population structure in selectivity or connectivity space is found for inputs in
the range used for training (a-c). Using stronger inputs however leads to positive ePairs in the selectivity
space, although the underlying connectivity is identical (d-f). (a) Slice of the selectivity space for this network
representing regression coefficients for each neuron with respect to inputs A and B. (b) In this input regime,
regression coefficients with respect to inputs are linear functions of the components along the corresponding
input vectors (each point represents a neuron in the network). (c) an ePAIRS test on the selectivity space in
that case leads to a non-significant outcome (p = 0.48, c = 0.03). (d) As in (a), for the same network, but
driven with inputs 10 times larger than those used for training. The individual units are in that case driven to
saturation so that the points in the selectivity space are concentrated along the borders of a square.
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Figure S4 (previous page): (e) Same as (b) in the strong input regime. The relation between the original input
vector and the obtained regression coefficients reflects the underlying non-linearity as neurons are driven to
saturation. (f) ePairs on the square-like distribution in selectivity space shown in (d) rejects the null hypothesis
for random population structure (p < 10−5, c = 0.3). (g)-(k) An example network trained on the Perceptual
Decision Making task exhibiting spurious, computationally irrelevant population structure detected by the
ePAIRS test. This network was obtained by using a different scaling of recurrent weights during training than
in the rest of the manuscript. For all networks in the main text, the recurrent connectivity was defined as

J = 1
N

∑
rm

(r)n(r)T with entries of vectors m(r) and n(r) being of order 1 and the O(1/N) scaling of the
connectivity matrix being explicitly added in the network dynamics. For this example the recurrent connectivity

was defined as J =
∑
rm

(r)n(r)T with entries of the connectivity vectors being of order O(1/
√
N) and the

scaling of the connectivity matrix being this time implicit, which led to different gradient descent dynamics
and to significantly different solutions. Here a rank-one network of 512 neurons is shown. (g) Scatter plot of
the entries of each neuron on the recurrent connectivity vectors m and n, showing two clusters symmetrical
with respect to the mean. Note that this cluster structure is very different from those seen in the rest of the
paper, which corresponded to zero-mean clusters with different covariance matrices, while here two non-zero-
mean clusters are visible. (h) The ePAIRS test detected evidence for non-random population structure on
the connectivity space (which is here 4-dimensional, composed of vectors I, n, m and w. Here, c = 0.35,
p < 10−8). (i) The two clusters seen in the scatter plot can also be made apparent in the connectivity matrix
J if its entries are properly ordered, here by ascending values of mi + ni. (j) State-space response trajectories
to different stimuli projected on the m-I plane are similar to those found for the network shown in Fig. 2. (k)
As for the network in Fig. 2, networks resampled from a Gaussian distribution fit to the connectivity space
of the trained network (black ellipse in panel a) performed equally well as the trained network, showing that
the population structure found by the ePAIRS procedure was not computationally relevant, and might be an
artifact of learning.

S1 Parametrization and collective dynamics for mixture of Gaus-1189

sians connectivity vectors1190

In this section we show how connectivity vectors with entries drawn from mixtures of multivariate Gaussians1191

can be constructed from independent Gaussians, as mentioned in Eq. (23). We then derive the dynamics of the1192

internal collective variables (Eq. (39)) in this setting.1193

1194

We considered distributions of connectivity parameters characterized by P covariance matrices Σp, and zero1195

means µp = 0, p = 1, . . . , P . For a neuron i belonging to population p, each vector entry ai ∈ {n(r)i ,m
(r)
i , I

(s)
i , wi}1196

is constructed as a linear transformation of the same set of values {X(d)
i }d=1...Nin+2R+11197

ai =

Nin+2R+1∑
d=1

b
(p)
a,dX

(d)
i . (S1)

Here theX
(d)
i are drawn fromN (0, 1), independently for each i and d. The linear coefficients {ba,d}d=1...Nin+2R+11198

are different for each connectivity vector a ∈ {n(r),m(r), I(s), w}, but identical across neurons within a given1199

population. These sets of coefficients therefore determine the covariance σ
(p)
ab between entries of connectivity1200

vectors within a given population p:1201

σ
(p)
ab =

D∑
d=1

b
(p)
a,db

(p)
b,d = (b(p)a )

T
b
(p)
b (S2)

The row-vectors b
(p)
a

T
in fact correspond to the rows of the Cholesky factorization of the covariance matrix.1202

We next turn to the derivation of Eq. (39). With the parametrization for the entries of connectivity vectors1203
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defined in Eq. (S1), the recurrent inputs to the r-th internal collective variable Eq. (34) can be written as1204

κrecr =
P∑
p=1

αp

∫ ( D∏
d=1

DX(d)

)
D∑
d=1

b
(p)

n(r),d
X(d)φ

(
R∑

r′=1

κr′
D∑
d=1

b
(p)

m(r′),d
X(d) +

Nin∑
s=1

vs

D∑
d=1

b
(p)

I(s),d
X(d)

)
(S3)

withDX(d) = dX(d)
√
2π
e−(X

(d))2/2. For a given p, we then compute each of theD integrals
∫ (∏D

d=1DX
(d)
)
b
(p)

n(r),d
X(d)φ (. . .)1205

applying successively Stein’s lemma1206 ∫
Dz zf(z) =

∫
Dzf ′(z), (S4)

and using the fact that a sum of independent Gaussians is a Gaussian with variance given by the sum of1207

variances, so that1208 ∫
DxDy . . . f(αx+ βy + . . .) =

∫
Dzf(

√
α2 + β2 + ...z). (S5)

This leads to1209

κrecr =
P∑
p=1

αp

D∑
d=1

b
(p)

n(r),d

(
R∑

r′=1

b
(p)

m(r′),d
κr′ +

Nin∑
s=1

b
(p)

I(s),d
vs

)∫
Dzφ′

(
∆(p)z

)

=

P∑
p=1

αp

(
R∑

r′=1

σ
(p)

n(r)m(r′)κr′ +

Nin∑
s=1

σ
(p)

n(r)I(s)
vs

)∫
Dzφ′

(
∆(p)z

) (S6)

with1210

∆(p) =

√√√√ R∑
r′=1

(σ
(p)

m(r′)m(r′))
2κ2r′ +

Nin∑
s=1

(σ
(p)

I(s)I(s)
)2u2s. (S7)

Inverting the sums on p and r′, s indices and assuming that input vectors I(s) are orthogonal to the output vectors1211

{m(r)}r=1,...,R (as in all the reduced models described in the section below), we get the compact description in1212

terms of effective couplings for the dynamics of internal collective variables Eq. (39)1213

dκr
dt

= −κr +
R∑

r′=1

σ̃n(r)m(r′)κr′ +

Nin∑
s=1

σ̃n(r)I(s)vs (S8)

with, for any two vectors a, b, the effective couplings1214

σ̃ab =
P∑
p=1

σ
(p)
ab 〈Φ′〉p (S9)

and averaged gains1215

〈Φ′〉p =

∫
Dzφ′(∆(p)z). (S10)

S2 Theoretical analysis of reduced models1216

Here we examine reduced network models, that were minimally parametrized to solve each task by relying on1217

the same network dynamics as the trained networks presented in the main text. The minimal parameter sets1218

correspond to subsets of the computationally important covariances between the connectivity vectors of the1219

trained networks. These parameters were first set by hand and then, if necessary, fine-tuned with the ADAM1220
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optimizer to solve the task with optimal accuracy. We first report on how to parametrize connectivity vectors1221

to build these networks. We then examine the effects of these parameters on mean-field collective dynamics and1222

show their implication in task solving.1223

S2.1 Perceptual decision-making network1224

The network trained on this task was of unit rank, and consisted of a single population. Such a network can1225

be minimally parametrized using three covariances σnm, σnI and σmw (Supp. Fig. S5a). This can be obtained1226

with an input vector Ii = X
(1)
i and a pair of recurrent connectivity vectors given by:1227

ni = σnIX
(1)
i +

√
σnmX

(2)
i

mi =
√
σnmX

(2)
i +

√
σmm − σnmX(3)

i

(S11)

for i = 1, . . . , N , with X
(d)
i ’s drawn independently from zero-mean Gaussian distributions of unit variance. The1228

readout components were taken as1229

wi =
σmw√

σmm − σnm
X

(3)
i . (S12)

The dynamics of the single internal collective variable is then given by1230

dκ

dt
= −κ+ σ̃mnκ+ σ̃nIv(t) (S13)

with effective couplings given by equation (S9), i.e. the covariances scaled by the global gain factor1231

〈Φ′〉 =
1√
2π

∫ +∞

−∞
dze−z

2/2φ′(
√
σmmκ2 + σIIv2z) (S14)

These dynamics can be graphically summarized as in Fig.2e and lead to network dynamics that match the ones1232

of trained networks (Fig.S5b).1233

1234

The autonomous dynamics of the network is determined by the parameter σnm that controls (i) the qualitative1235

shape of the dynamical landscape, with a transition from a single stable fixed-point (σnm < 1) to two symmetric1236

fixed-points (σnm > 1) and (ii) the time-scale τrec = 1
|1−σnm| with which the network state relaxes or diverges1237

from the initial condition x = 0 at the beginning of each trial (Fig.S5c,d, [Mastrogiuseppe and Ostojic, 2018]).1238

The integration of the filtered input v(t) by κ is controlled by σnI , the covariance between the input vector I1239

and the input-selection vector n. For instance for σnI = 0, v(t) is projected on a direction orthogonal to the1240

input-selection vector and is not integrated by the recurrent activity (Supp. Fig. S5g light shade line).1241

Finally, the covariance σmw between the output vector m and the readout vector w controls the extent to1242

which the readout is driven by κ, with no drive of the readout in case of orthogonal output and readout vectors,1243

σmw = 0 (Supp. Fig. S5f light shade line).1244

The network connectivity of equation (S11), also involved the variance σmm of the connectivity vector m.1245

Changing σmm influences the autonomous dynamics of the network (Supp. Fig. S5c) by influencing the gain of1246

the neurons (see Eq. (S14)).1247

For the reduced model shown in the main text, the non-zero covariances were: σnm = 1.4, σnI = 2.6 and1248

σmw = 2.1.1249

S2.2 Parametric working-memory network1250

The network trained on this task was of rank two, and consisted of a single population. A minimal parametriza-1251

tion of this network involves six covariances σn(1)I , σn(1)m(1) , σn(2)I , σn(2)m(2) , σm(1)w and σm(2)w (Supp. Fig. S6a).1252
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This can be obtained with an input vector Ii = X
(1)
i and two pairs of recurrent connectivity vectors:1253

n
(1)
i = σn(1)IX

(1)
i +

√
σn(1)m(1)X

(2)
i

m
(1)
i =

√
σn(1)m(1)X

(2)
i +

√
σm(1)m(1) − σn(1)m(1)X

(3)
i

n
(2)
i = σn(2)IX

(1)
i +

√
σn(2)m(2)X

(4)
i

m
(1)
i =

√
σn(2)m(2)X

(4)
i +

√
σm(2)m(2) − σn(2)m(2)X

(5)
i

(S15)

for i = 1, . . . , N , with X
(a)
i ’s drawn from zero-mean Gaussian distributions of unit variance. The readout1254

components were taken as1255

wi =
σm(1)w√

σm(1)m(1) − σn(1)m(1)

X
(3)
i +

σm(2)w√
σm(2)m(2) − σn(2)m(2)

X
(5)
i . (S16)

The dynamics of the two internal collective variables is then given by:1256

dκ1
dt

= −κ1 + σ̃n(1)m(1)κ1 + σ̃n(1)Iv(t)

dκ2
dt

= −κ2 + σ̃n(2)m(2)κ2 + σ̃n(2)Iv(t)

(S17)

with effective couplings given by equation (S9), i.e. the covariances scaled by the global gain factor1257

〈Φ′〉 =
1√
2π

∫ +∞

−∞
dze−z

2/2φ′(∆z) (S18)

with1258

∆ =
√
σm(1)m(1)κ21 + σm(2)m(2)κ22 + σIIv2 (S19)

These dynamics can be graphically summarized as in Fig. 2i and reproduce the dynamics of trained networks1259

as shown in Supp. Fig. S6b. Supp. Fig. S6c shows the dynamical phase portrait on which recurrent activity1260

evolves. It approximates a line attractor [Seung, 1996] on the direction m(1) as the covariance σn(1)m(1) ' 1 sets1261

the network close to the bifurcation point of Supp. Fig. S5c. On the second direction m(2) the dynamics relax1262

with a time scale set by the covariance σn(2)m(2) . For the reduced model shown in the main text, the non-zero1263

covariances were: σn(1)m(1) = 1.0, σn(2)m(2) = 0.5, σn(1)I = 0.5, σn(2)I = 1.9, σm(1)w = 2.8 and σm(2)w = −2.2.1264

S2.3 Context-dependent decision-making network1265

The networks trained on this task were of unit rank and consisted of either two or three populations depending1266

on the training procedure (see methods section 4.3.3, supplementary section S3 and Sup. Fig. S9).1267

1268

Two-population network Such a network can be minimally parametrized using 4 non-zero covariances on1269

each population. This can be obtained with the two sensory input vectors generated independently IAi = X
(1)
i ,1270

IBi = X
(2)
i , irrespective of the population structure. The connectivity vectors are structured in two sub-vectors.1271

For i in population 1:1272

ni = σ
(1)

nIA
X

(1)
i +

√
σ
(1)
nmX

(3)
i

mi =

√
σ
(1)
nmX

(3)
i +

√
σ
(1)
mm − σ(1)

nmX
(4)
i

(S20)

while for i in population 2:1273

ni = σ
(2)

nIB
X

(2)
i +

√
σ
(2)
nmX

(3)
i

mi =

√
σ
(2)
nmX

(3)
i +

√
σ
(2)
mm − σ(2)

nmX
(4)
i

(S21)
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with X
(d)
i ’s drawn from i.i.d. centered Gaussian distributions of unit variance. The readout vector is taken as1274

wi =
σ
(1)
mw√

σ
(1)
mm − σ(1)

nm

X
(4)
i (S22)

for i in population 1 and1275

σ
(2)
mw√

σ
(2)
mm − σ(2)

nm

X
(4)
i (S23)

for i in population 2. Importantly the contextual input vectors are also structured in two sub-vectors, such that1276

for i in population 1:1277

IctxAi = 0

IctxBi = σ
(1)

IctxBIctxBX
(5)
i

(S24)

while for i in population 2:1278

IctxAi = σ
(2)

IctxAIctxAX
(5)
i

IctxBi = 0
(S25)

with σ
(1)

IctxBIctxB , σ
(2)

IctxAIctxA � 1.1279

1280

The recurrent activity is then described by a single internal collective variable, graphically summarized in Fig.4a:1281

dκ

dt
= −κ+ σ̃mnκ+ σ̃nIAvA(t) + σ̃nIBvB(t) (S26)

The time evolution of the internal collective variable is coupled to the two inputs through the two effective1282

couplings σ̃nIA , σ̃nIB , each supported by one of the two populations:1283

σ̃nIA =
1

2
σ
(1)

nIA
〈Φ′〉1 (S27)

σ̃nIB =
1

2
σ
(2)

nIB
〈Φ′〉2 (S28)

The recurrent dynamics are supported equally by the two populations:1284

σ̃nm =
1

2
σ(1)
nm〈Φ′〉1 +

1

2
σ(2)
nm〈Φ′〉2 (S29)

with averaged gains given by equations (S10) and standard deviations of currents onto each population1285

∆1 =

√
(σ

(1)
mm)2κ2 + (σ

(1)

IAIA
)2v2A + (σ

(1)

IBIB
)2v2B + (σ

(1)

IctxBIctxB )2c2B

∆2 =

√
(σ

(2)
mm)2κ2 + (σ

(2)

IAIA
)2v2A + (σ

(2)

IBIB
)2v2B + (σ

(2)

IctxAIctxA)2c2A.

(S30)

The obtained dynamics are similar to the trained networks, graphically illustrated in Fig. 4c, with contextual1286

inputs controlling the gain of each of the two populations (Supp. Fig. S7b). This control relies on the large1287

amplitude of the weights of contextual input vectors, σ
(2)

IctxAIctxA , σ
(1)

IctxBIctxB � 1, as illustrated in Supp. Fig. S7c1288

where we show the effect of varying these parameters on the network readout. In this implementation, each1289
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of the two populations selectively integrates one of the two sensory inputs thanks to the non-zero covariances1290

between sensory input and input-selection vectors σ
(1)

nIA
, σ

(2)

nIB
, as illustrated in Supp. Fig. S7d.1291

The non-zero covariances for the implementation of the solution presented in the main text are given by1292

σ
(1)
nm = 2.2, σ

(2)
nm = 2.3, σ

(1)

nIA
= 2.9, σ

(2)

nIB
= 3.1, σ

(1)
mw = 4.6, σ

(2)
mw = 5.0, σ

(2)

IctxAIctxA = 100, σ
(1)

IctxBIctxB = 100.1293

1294

Three-population network For the context-dependent decision-making task, we also examined a network1295

relying on three populations. In this network, two populations selectively gate inputs as in the two-population1296

network, but the recurrent interactions that implement evidence integration are segregated to a third population.1297

Here we describe the corresponding reduced model.1298

As for the two-population network, the two sensory input vectors are generated independently IAi = X
(1)
i ,1299

IBi = X
(2)
i , irrespective of the population structure. The pair of recurrent connectivity vectors is structured in1300

three sub-populations. For i in population 1:1301

ni = σ
(1)

nIA
X

(1)
i

mi = 0
(S31)

for i in population 2:1302

ni = σ
(2)

nIB
X

(2)
i

mi = 0
(S32)

and for i in population 3:1303

ni =

√
σ
(3)
nmX

(3)
i

mi =

√
σ
(3)
nmX

(3)
i +

√
σ
(3)
mm − σ(3)

nmX
(4)
i

(S33)

for i = 1, . . . , N , with X
(a)
i ’s drawn independently from centered Gaussian distributions of unit variance. The1304

readout vector reads only from the third population:1305

wi =
σ
(3)
mw√

σ
(3)
mm − σ(3)

nm

X
(4)
i (S34)

The contextual inputs are the same as in the two-population network. The overall expression for the time1306

evolution of the internal collective variable is unchanged compared to the two populations solution Eq. (S26).1307

Each of the effective couplings between κ and inputs is supported by one of two populations1308

σ̃nIA =
1

3
σ
(1)

nIA
〈Φ′〉1 (S35)

σ̃nIB =
1

3
σ
(2)

nIB
〈Φ′〉2 (S36)

and the self-coupling of the internal collective variable is supported by the third population1309

σ̃nm =
1

3
σ(3)
nm〈Φ′〉3 (S37)

with averaged gains given by equations (S10) and standard deviations of currents onto each population by1310

∆1 =

√
(σ

(1)

IAIA
)2v2A + (σ

(1)

IBIB
)2v2B + (σ

(1)

IctxtBIctxtB )2c2B

∆2 =

√
(σ

(2)

IAIA
)2v2A + (σ

(2)

IBIB
)2v2B + (σ

(2)

IctxtAIctxtA)2c2A

∆3 =

√
(σ

(3)
mm)2κ2 + (σ

(2)

IAIA
)2v2A + (σ

(2)

IBIB
)2v2B

(S38)
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In this three-population implementation, the contextual inputs do not control the gains of neurons in the third1311

population and thus modulate only the effective couplings that mediate the influence of sensory inputs. The non-1312

zero covariances for an implementation of this solution are given by σ
(3)
nm = 3.6, σ

(1)

nIA
= 3.1, σ

(2)

nIB
= 2.8, σ

(3)
mw =1313

9.8, σ
(2)

IctxtAIctxtA = 100, σ
(1)

IctxtBIctxtB = 100.1314

S2.4 Delay-match-to-sample network1315

Networks trained on this task were of rank two and consisted of two populations. Here we propose a minimally1316

parametrized network (Supp. Fig. S8a) that, similarly to the trained network presented in the main text, relies1317

on the ability of inputs to control the autonomous dynamics of the network. The pairs of recurrent connectivity1318

vectors defined on the first population are coupled to each other through covariances σ
(1)

n(1)m(2) and σ
(1)

n(2)m(2)1319

[Mastrogiuseppe and Ostojic, 2018; Beiran et al., 2021]:1320

n
(1)
i = σ

(1)

n(1)m(1)X
(1)
i + σ

(1)

n(1)m(2)X
(2)
i

m
(1)
i = X

(1)
i +X

(3)
i

n
(2)
i = σ

(1)

n(2)m(1)X
(3)
i + σ

(1)

n(2)m(2)X
(4)
i

m
(2)
i = X

(2)
i +X

(4)
i

(S39)

with covariances chosen such that the trivial fixed-points x = 0 is an unstable spiral point, and the dynamics1321

defined by the first sub-population generate a limit cycle. As shown by a linear stability analysis of the dynamical1322

equation for internal collective variables, this dynamical feature arises when the covariances are such that the1323

following matrix has complex eigenvalues with positive real-parts [Mastrogiuseppe and Ostojic, 2018; Beiran1324

et al., 2021]1325

Jov =

(
σ
(1)

n(1)m(1) − 1 σ
(1)

n(1)m(2)

σ
(1)

n(2)m(1) σ
(1)

n(2)m(2) − 1

)
. (S40)

This first population is coupled to a second population which, in the absence of inputs, cancels the rotational1326

dynamics, through the relationships σ
(1)

n(1)m(2) = −σ(2)

n(1)m(2) and σ
(1)

n(2)m(1) = σ
(2)

n(2)m(1) . The second population1327

also implements a pair of fixed-points that will be used to store the identity of the first stimulus throughout the1328

delay and report the match/non-match decision. The connectivity sub-vectors on the second population can1329

then be written as:1330

n
(1)
i = σ

(2)

n(1)m(2)X
(2)
i

m
(1)
i = X

(3)
i

n
(2)
i = σ

(2)

n(2)IA
X

(5)
i − |σ

(2)

n(1)IB
|X(6)

i + σ
(2)

n(2)m(1)X
(3)
i + σn(2)m(2)X

(4)
i

m
(2)
i = X

(2)
i +X

(4)
i +X

(7)
i

(S41)

The readout vector reads only from the second population:1331

wi = σ
(2)

m(2)w
X

(7)
i (S42)

The input vector IB also stimulates only the second population, pushing the dynamics towards one fixed point1332

on the direction m(2)
1333

IBi = X
(6)
i (S43)

while the input vector IA activates the two populations. For units in the second population1334

IAi = X
(5)
i (S44)
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pushing the dynamics towards the other fixed point on the direction m(2), while for i in the first population1335

IAi = σ
(2)

IAIA
X

(8)
i , (S45)

with σ
(2)

IAIA
� 11336

1337

Such a connectivity leads to the dynamical equation for the two internal collective variables1338

dκ1
dt

= −κ1 + σ̃n(1)m(1)κ1 + σ̃n(1)m(2)κ2

dκ2
dt

= −κ2 + σ̃n(2)m(1)κ1 + σ̃n(2)m(2)κ2 + σ̃n(2)IAvA + σ̃n(2)IBvB

(S46)

with the effective couplings mediating inputs of the form1339

σ̃n(2)IA =
1

2
σ
(2)

n(2)IA
〈Φ′〉2 (S47)

σ̃n(2)IB =
1

2
σ
(2)

n(2)IB
〈Φ′〉2 (S48)

and effective couplings governing the autonomous dynamics:1340

σ̃n(1)m(1) =
1

2
σ
(1)

n(1)m(1)〈Φ′〉1 (S49)

σ̃n(1)m(2) =
1

2
σ
(1)

n(1)m(2)〈Φ′〉1 +
1

2
σ
(2)

n(1)m(2)〈Φ′〉2 (S50)

σ̃n(2)m(1) =
1

2
σ
(1)

n(2)m(1)〈Φ′〉1 +
1

2
σ
(2)

n(2)m(1)〈Φ′〉2 (S51)

σ̃n(2)m(2) =
1

2
σ
(1)

n(2)m(2)〈Φ′〉1 +
1

2
σ
(2)

n(2)m(2)〈Φ′〉2 (S52)

(S53)

with averaged gains given by equations (S10) and standard deviations of currents onto each population1341

∆1 =

√
(σ

(1)

m(1)m(1))2κ
2
1 + (σ

(1)

m(2)m(2))2κ
2
2 + (σ

(1)

IAIA
)2v2A

∆2 =

√
(σ

(2)

m(1)m(1))2κ
2
1 + (σ

(2)

m(2)m(2))2κ
2
2 + (σ

(2)

IAIA
)2v2A + (σ

(2)

IBIB
)2v2B

(S54)

This dynamics can be graphically summarized as in Fig.4g. It reproduces the dynamics of trained rank two1342

networks presented in the main text (Supp. Fig. S8b), by relying on the same network mechanism, with input1343

A controlling the gains of neurons in population one (Supp. Fig. S8c, middle) and thus shaping the dynamical1344

landscape on which internal collective variables evolve (Supp. Fig. S8d). The important non-zero covariances1345

of the reduced model are given by: σ
(1)

n(1)m(1) = 0.34, σ
(1)

n(2)m(2) = 3.7, σ
(1)

n(1)m(2) = −3.9, σ
(1)

n(2)m(1) = 4.2 for the1346

first population and σ
(2)

n(2)m(2) = 3.1, σ
(2)

n(1)m(2) = 4.4, σ
(2)

n(2)m(1) = −3.8, σ
(2)

n(2)IA
= 0.2, σ

(2)

n(2)IB
= −0.2, σ

(2)

m(2)w
=1347

1.0, σ
(2)

IAIA
= 10.1348

S3 Non-uniqueness of network implementation for a given task1349

We observed that varying training parameters on a given task can lead to various network implementations.1350

We identified three factors that contribute to such variability.1351

A first factor is the determination of the network parameters that are trained (e.g. number of pairs of recurrent1352

connectivity vectors R, whether input vectors are trained or not, scaling of trained parameters with network size,1353
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etc.). An example of this is provided by training a rank-one network on the context-dependent decision-making1354

task, without training any of the input vectors (while the contextual-input IctxA and IctxB vectors are trained1355

for the rank-one networks presented in the main text). Supp. Fig. S9 reports the analysis of such a trained1356

network, showing that training leads to a network with three functional populations, whose implication in the1357

computations are reproduced and detailed in a reduced model (section S2.3), and which is reminiscent of the1358

one found in [Yang et al., 2019]. Another such example concerns the number of pairs of recurrent connectivity1359

vectors allowed during training. For instance if training a rank-two networks on the perceptual decision-making1360

task, one could exhibit networks with a ring-like slow manifold [Mastrogiuseppe and Ostojic, 2018], which gives1361

rise to a single, non-linear collective variable embedded in a two-dimensional subspace.1362

A second factor is task parametrization. For instance we observed that training on the parametric-working1363

memory task with fixed delays between the two stimuli, while they are drawn randomly here, leads to solutions1364

that exploit network oscillations with periods fine-tuned to the delay, rather than a line attractor (not shown).1365

Another such example can be put forward for the context-dependent decision-making task. Here we trained1366

networks on a two-alternatives forced choice version of this task in which every stimulus requires one out1367

of two responses (section 4.3.3) and found that multiple populations were required for the implementation1368

(Supp. Fig. S11). In a Go-Nogo setting, where the alternatives are to either respond or not, flexible input-1369

output associations can be implemented with a single population, through a mechanism based on biasing the1370

response threshold rather than modulating the gain [Mastrogiuseppe and Ostojic, 2018].1371

A third factor is the stochastic nature of the training procedure, with initial connectivity being randomly1372

drawn for each training, as well as the stochastic split of training examples into batches inherent to stochastic-1373

gradient-descent-based methods used here. In Supp. Fig. S14, we show the dynamics of a network trained on1374

the delay-match-to-sample task obtained for the same task parametrization and the same trained parameters.1375

Similarly to the solution described in the main text, it relies on gain modulations through external inputs to1376

shape the dynamics of the network in the κ1−κ2 plane. However, that solution relies on four stable fixed points1377

in the autonomous dynamics, two of them encoding the memory of the first stimulus (A/B) while the 2 other1378

encode the final decision (match/non-match). The mechanism relies on different input-driven dynamics, each1379

implementing bistable dynamics with a separatrix that moves just enough to execute a XOR operation during1380

the second stimulation.1381
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Figure S5. Theoretical analysis of reduced models for the perceptual DM task. (a) Covariances between con-
nectivity vectors of reduced and trained networks. (b) Neural trajectories are embedded in the two dimensional
subspace spanned by vectors m and I, such that neural activity is fully characterized by the two projections
xT I and κ = xTm. Lines of different colors stand for different values of the input to the network. (c) Bifurca-
tion analysis of the autonomous dynamics showing the value of the internal collective variable κ∗ at the stable
fixed-points of the network. Insets represent the shape of a potential V (κ) from which dynamics are derived
(such that dκ

dt = −V ′(κ)) (d) Time-scale of network dynamics around the network state at trial start x = 0 for
σmm = σmn. (e,f,g) Changes in readout (top) and internal collective variable (bottom) dynamics as features
of the network connectivity are varied at 0 and 1.5 times their original value (see section S2.1 for details of
connectivity parameters).
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Figure S6. Theoretical analysis of reduced models for the parametric working memory task. (a) Covariances
between connectivity vectors of reduced and trained networks. (b) Low-dimensional dynamics of internal col-
lective variables. Left: responses to the first stimulus (colors represent different values of f1). Right: responses
throughout the whole trial to a range of values for the second stimulation (f1 fixed at 30Hz, colors represent
different values of f2). (c) Dynamical landscape on which the two internal collective variables evolve. From

yellow to blue color, decreasing norm of the flow field
√
κ̇1(v = 0)2 + κ̇2(v = 0)

2
(arbitrary units). Full lines

depict two trajectories corresponding to f1 = 22Hz for both and f2 = 30Hz (blue) and f2 = 14Hz (orange). The
dashed line represents the direction of the readout vector w.
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Figure S9. Alternative implementation of the CDM task. A network trained with different hyperparam-
eters offers an example of an alternative solution for the CDM task, using 3 effective population and a fourth
one accounting for neurons that are not involved in the task. (a) We found that 4 populations were sufficient
to explain the computational mechanism used by the trained network, in the sense that resampling networks
from a mixture-of-Gaussians fit to the connectivity space gives functioning networks (median accuracy of 95%),
which is not the case with a lower number of populations. Note that even though the mechanism uses only 3
effective populations, the clustering and resampling procedure has to take into account a fourth one (population
1, in grey), which constitutes most of the network but is not effectively used in the task (panel e).56
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Figure S9 (previous page): (b) These populations all have zero mean in the connectivity space but different
covariance structures as shown on these 2d projections of the full 7-dimensional connectivity space. In particular,
population 4 (in green) is characterized by strong entries on the m vector and a positive covariance between
its m and n entries (see (c)), showing that it can perform the effective evidence integration. Population 2
(in purple) presents strong entries on the IctxB vector along with a positive covariance between its n and IA

entries, showing it can transmit the entry signal uA to the integratory feedback loop driven by the n-m loop
and supported by population 4, unless it is driven to a low-gain regime by the strong entries on IctxB . Note that
the effective couplings between input and recurrence vectors that drive the computation have to be computed
at the level of the whole network (following equation (7)), even though these couplings might be supported by
covariance structures in only one sub-population. In a complementary manner, population 3 (in orange) has
strong entries on the IctxA vector and a positive overlap between its IB and n entries. Finally, population 1
(in grey) does not present any obvious structure. (c) Upper-right triangle of the empirical covariance matrices
for each of the four populations, showing features explained previously. (d) Illustration of the mechanism used
by the network in terms of its sub-populations and couplings between variables. (e) Inactivation experiments
confirm the role of each population. Here we plot psychometric response matrices similarly to what is shown in
figure 3. Inactivating population 1 entirely results in little harm to the performance of the network. Inactivating
population 2 results in a complete loss of performance in context A, and an unchanged performance in context
B, which confirms its role in transmitting evidence for input A. Conversely, inactivating population 3 results in
a loss of performance in context B and not in context A, confirming its role in transmitting evidence for input
B. (f) The gain of populations 2 and 3 are differentially modulated by the context as shown in these density
histograms representing the gain of each neuron in the population in each context.
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Figure S10. Statistics of connectivity in trained networks. (a) Two 2d projections of the connectivity
space for the network trained on the DM task, showing the positive covariances between parameters Ii and
ni, as well as between ni and mi, which translate into positive overlaps between the corresponding vectors in
neural state-space. (b) Upper-right corner of the covariance matrix between connectivity parameters, showing
the same positive correlations. (c) Two slices of the connectivity space for the network trained on the WM
task. Note that this network has been trained with different hyperparameters than those used in figure 1, and
been chosen for a particularly simple usage of its two latent variables. This solution however exhibits significant
clusteriness contrarily to the networks used for figure 1, and is an example of a situation where clusters can
appear during training without being computationally relevant (see Figure S4). (d) Corresponding upper-right
corner of the covariance matrix, showing the strong positive overlap between vectors n(1) and m(1) which drive
the line attractor along direction m(1). The transient encoding onto direction m(2) is obtained thanks to a
much lower overlap between vectors n(2) and m(2). (e) Upper-right corners of the different covariance matrices
corresponding to each of the two populations identified on the network trained on the CDM task and used in
Figures 3 and 4. Note in particular how input signal vectors IA and IB have opposite correlations with vector n
depending on the population, and how contextual input vectors IctxA and IctxB don’t overlap with the recurrent
connectivity vectors, reflecting their role as pure gain-modulators. (f) Two slices of the connectivity space for
the network trained on the DMS task used in Figures 3 and 4, showing the difference in variance along the
parameter IAi between both populations, and the opposite overlaps they induce between recurrent connectivity
vectors n(1) and m(2). (g) Corresponding upper-right corners of the covariance matrices for each population.
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Figure S11. Increasing the rank maintains the requirement for population structure. For this figure
we have trained low-rank networks with a rank higher than 1 on the CDM task, fitted a single Gaussian or a
mixture of 2 Gaussians to the obtained connectivity space, and retrained the obtained distribution (Methods
4.7) to obtain resampled networks with a performance as high as possible. Even with this additional layer of
retraining of the fitted distributions (which is only present in the main text for the DMS task) the obtained
single-population networks fell short of performing the CDM task with a good accuracy. Here, 10 draws of a
single network for each combination of rank and number of populations are shown (orange line : median, box
: 1st and 3rd quartiles, whiskers: min and max). Note that the obtained performance seems high, at around
90% for all ranks for the single-population networks, but hides a heavy overfitting that networks are able to do
with a higher-dimensional space.
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Figure S12. Context-dependent decision making state-space dynamics. Here we reproduce figures akin
to those presented in [Mante et al., 2013] for the trained low-rank network used in figures 3 and 4. We generate
32 conditions corresponding to different combinations of context, signal A coherence and signal B coherence and
then project condition-averaged trajectories either on the plane spanned by the recurrent connectivity vector
m (which corresponds to the choice axis) and the input vector IA, or on the m− IB plane. Similarly to what
was observed in [Mante et al., 2013], signal A strength is encoded along the IA axis, even when it is irrelevant
(lower left corner), and signal B strength is encoded along the IB axis, even when it is irrelevant (top right
corner).
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Figure S13. Unrolled dynamics in the DMS network. This panel presents the trial-averaged state-space
trajectories of the network presented in Figures 3 and 4, unrolled by trial epoch (for each column the filled red
line corresponds to the trajectory in the current epoch, the dashed line to the previous parts of the trajectory).
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Figure S14. Alternative DMS solution. The network presented in Figures 3 and 4 of the main text is a
particular implementation of the task, but different solutions were found as we retrained networks from different
initial random connectivity, even as all hyperparameters were kept constant. Here, we present dynamics for
another rank-2 implementation of the DMS task which has the particularity of assigning symmetric roles to A
and B inputs. It is based on four stable fixed points in its autonomous dynamical landscape, two of those (top
and bottom) used for encoding the memory of the first stimulus, and the two other (left and right) used for
encoding the final match/non-match decision.
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Figure S15. Control the strength of context cues in the MDM task. Here the context input vectors
have been multiplied by a factor five compared to the network analyzed in Fig. 5g. (a) Context cues are thus
able to set the functioning point of some neurons closer to the saturating part of the transfer function, leading
to the observation of non-linear mixed-selectivity between context and changes in sensory representation with
context. (b) As opposed to the CDM task, this particular feature of selectivity is not functional as revealed
by specifically inactivating neurons with a high selectivity to context A or B, showing a similar decrease in
behavioral performance as for randomly selected neurons.
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