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Introduction

P2 > P1 pa erns

Network description
Dynamics:

Memories     , coding level f:

Learning rule:
Potentiate with proba q+

Depress with proba q-

Do nothing

Learning protocols:
(H) New pa�erns are
presented once to the network
(C) A sequence of P pa�erns is
presented multiple times to the network

Storage capacity calculation (1)

Evaluate pmax: testing the stability of pa�ern μ

?

?

Compute and

Approximate the distribution of �elds 

Approximate : ;

Learning protocol (H)
In the large N limit, capacity is �nite if  (2):

and

Evolution of synapses during learning can be describe by a Markov process:

Which allows to compute, in the small f limit for a pa�ern presented μ0 steps ago: 

and
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Optimized capacity at �xed Cb

Learning protocol (C)
�ere are the same requirements on f and δ for the storage capacity to be �nite.
In the limit of slow learning,                   , one can compute (3):

and
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Lesion studies suggest that episodic memories are initially stored in the hippocampus,
but are then transferred to cortex where a long-term memory trace is stored.
�is suggests that in the hippocampus, memories have to be acquired in one shot,
while in cortex, they are acquired slowly over multiple repetitions. In the present
work, we study the memory capacity of networks that have to acquire memories
either in one shot, or through multiple presentations.

Conclusion

Networks learning slowly through multiple presentations are able to store about 5 times
more information than networks able to learn in one shot: this is one of the computational 
advantage (in terms of storage capacity) of having a slow learning system.

(1) Nadal J-P (1991)
(2) Amit DJ, Fusi S (1994)
(3) Brunel N, Carusi F, and Fusi S (1998)
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Comparison with simulations : N=10,000 
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where pmax is the number of memories that are �xed point of the network’s dynamics.

Approximate                           using Sirling 

Maximal capacity : 
i = 0.053 bits/synapses  ;  q+ = 1  ;  Cb = 0.17  ;  β = 3

Maximal capacity : 
i = 0.26 bits/synapses  ;  Cb = 0.24  ;  δ → 0
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Huge �nite-size e�ects: for realistic network sizes, capacity is less than half the large N limit
one. But �nite-size e�ects do not dramatically change dependency on parameters.
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